
Quark and proton anomalous magnetic 
moments in confining models

Letícia F. Palhares

Departamento de Física Teórica (UERJ, Brazil)


              

Collaborators: C. Mena ,  M. Capri, M. Guimaraes,  
B. Mintz, S. Sorella (UERJ), A. Duarte (UFF), D. Dudal (Leuven U.), D. Vercauteren (Duy Tan U.)

Phys.Rev.D 109 (2024) 9, 094006



Letícia F. Palhares (XIV LASNPA @ Mexico City, Jun/2024)

Outline

2

• Motivation: confinement


• Confining models as an alternative approach to IR QCD

• Status of Refined Gribov-Zwanziger framework


• Quark and proton anomalous magnetic moment:  
consistent results? model contraints?
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Motivation: the confinement problem
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[Yang-Mills gauge theories] and QCD:

Fundamental degrees of freedom are 
not part of the spectrum

Physical spectrum of bound states 
dynamically generated at low energies.

What is the mechanism??


What happens to quarks and gluons in the 
IR??
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ú
rios

d
a
p
ressão

glu
ôn
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LATTICE RESULTS
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Motivation: gluon propagator in the infrared
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IR propagators A puzzling answer from huge lattices Attilio Cucchieri

Figure 1: Renormalized gluon propagator at zero momentum βa2D(0) (in GeV−2) as a function of the
inverse lattice side 1/L (in GeV) and extrapolation to infinite volume. The fit is given by b+ c/Le with
e= 1.04(5) and b= 2.05(5) GeV−2.

Figure 2: Unrenormalized gluon propagator a2D(p2) (in GeV−2) as a function of the momentum p/a (in
GeV) for lattice volumesV = 804 (left) and V = 1284 (right) at β = 2.2.

4

• Finite infrared gluon propagator in Landau gauge:  
- early predictions in Dyson-Schwinger studies [Aguilar, Natale (2004); Frasca (2007)] 
- High-precision lattice YM results for large systems [Cucchieri, Mendes (2008)]
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Gluon 

Propagator
[Cucchieri,Mendes(2008)]

Also confirmed by other lattice groups: [Bogolubsky et al (2009); Oliveira & Silva (2009)]

• FRG: Cyrol, Fister, Mitter, Pawlowski, Strodthoff (PRD 2016)


• Curci-Ferrari (massive) models: Pelaez, Reinosa, Serreau, Tissier, Wschebor (2015,2016)


• Gluon condensate from lattice QCD: Boucaud, Pene, Rodriguez-Quintero et al (2001)

[see talk by M. Pelaez]
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Quantizing Yang-Mills theories beyond Pert. Theory?
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Summary
Introduction
Applications

Perturbative quantization
Non-perturbative domain

The Gribov problem

In the Landau gauge, for instance, the theory assumes the form
⇤

DADc̄DcDb e�SY M+Sgf

Sgf = ba⇤µA
a
µ � c̄aMabcb , Mab = �⇤µ

�
�ab⇤µ + gfabcAc

µ

⇥

Gribov copies ⇥ zero eigenvalues of the Faddeev-Popov operator Mab.

Copies cannot be reached by small fluctuations around A = 0
(perturbative vacuum) ⇥ pertubation theory works.

Once large enough gauge field amplitudes have to be considered
(non-perturbative domain) the copies will show up enforcing the
effective breakdown of the Faddeev-Popov procedure.

V. N. Gribov, Nucl. Phys. B 139, 1 (1978).
Marcelo Santos Guimarães (DFT-IF/UERJ) 6 / 38

[Gribov (1978)]
The Gribov problem:
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Quantizing Yang-Mills theories: the Gribov approach

• Gribov proposed a way to eliminate (infinitesimal) Gribov copies from the integration 
measure over gauge fields: the restriction to the (first) Gribov region Ω
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Summary
Introduction
Applications

Perturbative quantization
Non-perturbative domain

A confining action

The no-pole condition can be implemented as a gap equation for the
vacuum energy obtained from an action functional

Z = e�V E(�) =

�
DA ⇥(⌅A) detM e�(SY M+�4H(A)��4V D(N2�1))

so that

⌅E(�)
⌅�

= 0 ⇥ ⌃H(A)⌥1PI = V D(N2 � 1) ,

Marcelo Santos Guimarães (DFT-IF/UERJ) 11 / 38

The Gribov-Zwanziger action

• The restriction can be implemented as a gap equation for the vacuum 
energy obtained as:

7

• Using auxiliary fields, this can be cast in a local form:   Z =

Z
[D�] �(⇥A) detM e�SGZ

=: +�4
H
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Gap equation:

Letícia F. Palhares (XIII Hadron Physics @ Angra dos Reis, March/2015)

The Gribov approach to all orders

• The no-pole condition can be computed to all orders for an external A field:

9

Summary
Introduction
Applications

Perturbative quantization
Non-perturbative domain

The exact Gribov’s no-pole condition

The connected two-point ghost function is the inverse of the
Faddeev-Popov operator

Gab(k;A) = ⇥k|
�
Mab

⇥�1 |k⇤

A way to implement the restriction to the region � is to require that
Gab(k;A) has no poles at finite nonvanishing values of k2, so that it
stays always positive.

The color trace of the ghost propagator is parametrized as

⇥G(k;A)⇤ = 1

k2
(1 + ⇥⇥(k;A)⇤) = 1

k2

⇤
1

1� ⇥⇥(k;A)⇤1PI

⌅
.

The expectation values are taken with respective to an appropriate
action for the gauge fields.

M. A. L. Capri, D. Dudal, M. S. Guimaraes, L. F. Palhares and S. P. Sorella, Phys. Lett. B 719, 448
(2013).

Marcelo Santos Guimarães (DFT-IF/UERJ) 9 / 38

where σ is a monotonically decreasing function of the momentum k, so that the absence of 
poles to all orders is guaranteed by:  

Summary
Introduction
Applications

Perturbative quantization
Non-perturbative domain

The exact Gribov’s no-pole condition

The quantity ⇥(k;A) turns out to be a decreasing function of the
momentum k. Thus, the no-pole condition becomes

⇥⇥(0;A)⇤1PI = 1 .

⇥(0, A) can be exactly evaluated as

⇥(0, A) = � g2

V D(N2 � 1)

⇤
dDp

(2�)D

⇤
dDq

(2�)D
Aab

µ (�p)
�
M�1

⇥bc
pq

Aca
µ (q) .

=
H(A)

V D(N2 � 1)

and the no-pole condition can also be written as

⇥H(A)⇤1PI = V D(N2 � 1)

H(A) is known as the Horizon function

M. A. L. Capri, D. Dudal, M. S. Guimaraes, L. F. Palhares and S. P. Sorella, Phys. Lett. B 719, 448
(2013).

Marcelo Santos Guimarães (DFT-IF/UERJ) 10 / 38
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or

(Horizon Function)

H(A) =

Z

p

Z

q
A

a
µ(�p)

�
Mab

��1
A

b
µ(q)

(No-pole condition)

[Capri,Dudal,Guimaraes,LFP,Sorella, PLB(2013)]

[Zwanziger (1989,…)]
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The Refined Gribov-Zwanziger action

• The GZ theory is unstable against the formation of certain dimension 2 
condensates, giving rise to a refinement of the effective IR action:

8

SGZ = SYM + �4
H

SRGZ = SYM + �4H +
m2

2
AA�M2 (⇤⇤� ⇥⇥)

SYM Gribov 
restriction(UV

→IR)

Dynamical generation of dim.2 condensates
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Gap equation for 
the Gribov param.:

The parameters M and m are obtained via minimization of an effective potential for:

hA2i 6= 0h''� !!i 6= 0

(�,M,m) / e
� 1

g2• Non-perturbative effects included:

[Dudal et al (2008)]
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A checklist for RGZ 
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✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD (pure gauge) at high energies?
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Gribov parameter in the UV

• The one-loop solution of the gap equation in the GZ theory gives:

10
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5
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128�2
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• Using the definition of the MSbar YM scale Λ (RG-invariant scale):
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A checklist for RGZ 

11

✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD (pure gauge) at high energies 


✓  consistent with gluon ‘confinement’? Confining propagator (no physical 
propagation; violation of reflection positivity) 
 

Schwinger function (computed directly from the gluon propagator):

 
 
 
 
 
 

Many faces of the Landau gauge gluon propagator Paulo J. Silva

1. Gluons at zero temperature

In recent years, the Landau gauge gluon propagator

Dab
µν(p̂) = δ ab

(

δµν −
pµ pν
p2

)

D(p2) (1.1)

has been computed on the lattice, using volumes as large as (27 fm)4 for the SU(2) gauge group
[1] and (17 fm)4 for the SU(3) gauge group [2]. This was due to a renewed interest in the infrared
behaviour of the Landau gauge Yang-Mills propagators, in connection with the gluon confinement
phenomenon. Simulations show that the propagators reach a finite non-zero value in the infrared
region. However, the lattice spacing used in the referred simulations was quite big, being 0.22 fm
for SU(2) and 0.18 fm for SU(3). Despite the large physical volume, the use of such large lattice
spacings changes quantitatively the propagator in the infrared region [3]. Although we will not
discuss this effect here, it is an important bias, together with the Gribov copies effect [4, 5], that
should not be forgotten. We call the reader’s attention that, in what concerns the ghost propagator,
the combined effect of lattice spacing and physical volume was not investigated so far for the SU(3)
gauge group 1.

1.1 Positivity violation of the gluon propagator as a sign of gluon confinement

It is a well accepted fact that the S -matrix of a non-Abelian gauge theory does not display
poles that would correspond to asymptotically observable degrees of freedom with the quantum
numbers of gluons (color charged vector particles). This is a simple empirical fact in the case of
QCD: we observe no free quarks or gluons, but we do observe pions, mesons etc.

The strong coupling makes it difficult to address with continuum tools the issue of the nonper-
turbatively realized QCD spectrum. Useful input can come from gauge fixed lattice simulations of
e.g. the quark and gluon propagator. In this proceeding, we will solely focus on pure glue dynamics
and ensuing (Euclidean) gluon propagation. From state-of-the-art lattice simulations [7, 8, 9, 10]
in the Landau gauge, a numerical estimate can be obtained for the so-called Schwinger function:

C(t) =
∫ ∞

−∞

dp
2π

D(p2)exp(−ipt). (1.2)

With some complex analysis tools, one can then linkC(t) to the Källén-Lehmann spectral function
ρ(ω2) of the gluon:

C(t) =
∫ ∞

0
dωρ(ω2)e−ωt, (1.3)

under the assumption the gluon has a standard Källén-Lehmann representation of the form

D(p2) =
∫ ∞

0
dµ

ρ(µ)
µ+ p2

. (1.4)

As ρ(µ) has the meaning of a scattering probability, it ought to be positive in a physical Hilbert
space. From the correspondence (1.3), it is then clear that C(t) should be, at least, also positive.

The gluon Schwinger function C(t) is depicted in Figure 1, clearly displaying a violation of
positivity, thence the gluon cannot be attributed a physical meaning. This can be seen as evidence
in favour of gluon confinement, see also [11] for more detailed spectral musings.

1For a SU(2) analysis see [6].
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Figure 1: Temporal correlator for the gluon propagator computed using 804 β = 6.0 lattice data.

1.2 Determination of the gluon spectral density from lattice data

The spectral density contains, amongst other things, information on the masses of physical
states described by the operator O .

We now wish, given data input (with errors) for the propagator at a set of discrete momenta,
to obtain a stable estimate for the spectral function. In general, this is a inversion problem. It
is interesting to notice that eq. (1.4) is equivalent to applying the Laplace transform twice, D =

L 2ρ̂ = L L ∗ρ̂ where (L f )(t) ≡
∫ ∞

0 dse−st f (s). This is a notorious ill-posed problem. We used
L = L ∗.

For positive spectral functions, the inversion can be achieved using the maximum entropy
method (MEM) [12]. Though, as the gluon Schwinger function already reveals the spectral density
cannot be positive over its whole domain, the standard MEM procedure does not apply. We will rely
on an alternative approach, preliminary discussed in [13, 14, 15] with a more complete treatment
in [16]. We found inspiration in the Tikhonov approach to ill-posed problems, supplemented with
the Morozov discrepancy principle. Specifically, setting Di ≡D(p2

i ) and assuming we have N data
points, we minimized

Jλ =
N

∑
i=1

[∫ +∞

µ0
dµ

ρ(µ)
p2
i +µ

−Di

]2
+λ

∫ +∞

µ0
dµ ρ2(µ) (1.5)

where we use lattice data in momentum space for the gluon propagator computed in a 804 volume,
with β = 6.0 [3, 16]. The data was renormalized in a MOM scheme at µ = 4 GeV [3]. For λ = 0,
we would be searching that ρ that reproduces the data as close as possible in norm. Though, we
need λ > 0 as a “screening filter” to overcome the ill-posed nature of the inversion. This amounts to
Tikhonov regularization in a discrete setting. The Morozov principle amounts to fix the a priori free
parameter λ on that value λ whereby the quality of the inversion is equal to the error on the data,
i.e. ||Dreconstructed −Ddata|| = δ where δ is the total noise on the input data. We also introduced
an IR regulator (threshold) µ0 into the game, the value thereof will be determined self-consistently
by means of the optimal (Morozov) regulator λ : we took the minimal value for λ (µ0) that can be

3

SU(3) latt.: [Silva et al (2014)]
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✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD (pure gauge) at high energies 


✓  consistent with gluon ‘confinement’: confining propagator (no physical 
propagation; violation of reflection positivity) 


✓  consistent with lattice IR results ?
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✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD (pure gauge) at high energies 


✓  consistent with gluon ‘confinement’: confining propagator (no physical 
propagation; violation of reflection positivity) 


✓  consistent with lattice IR results (propagators, ghost-gluon vertex)

[See talk by B. Mintz]
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✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD (pure gauge) at high energies 


✓  consistent with gluon ‘confinement’: confining propagator (no physical 
propagation; violation of reflection positivity) 


✓  consistent with lattice IR results (propagators, ghost-gluon vertex)


✓  physical spectrum of bound states ??
Glueball masses are obtained by computing two-point correlation functions of composite 
operators with the appropriate quantum numbers and casting them in the form of a Källén-
Lehmann spectral representation.  A lot of caveats of course!
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✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD (pure gauge) at high energies 


✓  consistent with gluon ‘confinement’: confining propagator (no physical 
propagation; violation of reflection positivity) 


✓  consistent with lattice IR results (propagators, ghost-gluon vertex)


✓  physical spectrum of bound states? Glueballs w/ masses compatible w/ lattice


✓ other applications… [Canfora et al, Sobreiro et al, …]

✓Exact modified BRST invariance  =>  gauge-parameter independence
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BRST-invariant (R)GZ framework in a nutshell

2

for vertices [7–57]. In the GZ formalism, in particular, the situation can be remedied by correctly incorporating the
effects of certain mass dimension two condensates, the importance of which was already stressed before in papers like
[59, 88–91]. This idea was first put on the table in [7, 8] and later on a self-consistent computational scheme was
constructed in [18] based on the effective action formalism for local composite operators developed in [90, 92], the
renormalization of which was proven in [93]. Unfortunately, the explicit computation of the effective action was not
achieved at the time, while the setup was still based on the BRST-breaking GZ proposal.

The goal of this paper is thus to revisit, in the newly established BRST-invariant setting, the dynamical generation
of d = 2 condensates, the latter themselves affiliated to BRST-invariant operators. Said otherwise, we will explicitly
construct the non-perturbative GZ vacuum, which will be shown to have a lower vacuum energy compared to the
original GZ action. Moreover, we show that the original action represents a totally unstable point of the effective
potential, while the formation of the condensates properly produces a minimum. The GZ vacuum thus stabilizes
itself by the formation of non-trivial condensates, which in return affect the dynamics of the field excitations above
that vacuum. The practical problems to compute the effective potential that plagued [18] are circumvented here by
a clever use of Hubbard–Stratonovich transformations.

This paper is organized as follows. In Section II, we briefly introduce the BRST-invariant Gribov–Zwanziger
formalism for the class of linear covariant gauges. The transition from the Gribov–Zwanziger to the Refined Gribov–
Zwanziger (RGZ) procedure is described in Section III. We also concisely explain the renormalization group equation
aspects of the effective action construction for a set of d = 2 BRST invariant local composite operators in Section IV.
In the Section V, the one-loop calculation of the effective potential is presented. Finally, in Section VI, the physical
solution is identified in MS and in general schemes.

II. THE BRST-INVARIANT GRIBOV–ZWANZIGER ACTION IN LINEAR COVARIANT GAUGES

It is well known that at low energy, we have to deal with Gribov copies, in principle both with “large” and infinitesimal
ones. In the low-energy regime, such copies are not suppressed because the coupling constant g is large [80]. A way
to avoid the ambiguity — or at least the ambiguity coming from the infinitesimal ones — is to restrict the functional
integral over the gauge fields to a specific region ⌦ in field space where no infinitesimal Gribov copies exist — as
was originally proposed by Gribov in the Landau gauge [80]. As the Gribov ambiguity exists for any covariant gauge
[81], it will in particular be present in the class of widely used linear covariant gauges, to which Feynman gauge and
Landau gauge belong. It was only recently discussed how to treat these copies in linear covariant gauges other than
the Landau gauge [36, 37, 43–45].

The construction eliminating (infinitesimal) Gribov copies in general linear covariant gauges is based on the field
Ah

µ, which is the gauge transformed configuration of Aµ minimizing the functional

fA[u] ⌘ min
{u}

Tr

Z
ddxAu

µA
u
µ ,

Au
µ = u†Aµu+

i

g
u†@µu ,

(1)

which is obtained through iterative minimization of the functional fA[u] along the gauge orbit of Aµ [94–96]. The
field Ah

µ is a non-local power series in the gauge field; iterative minimization produces the following local minimum:

Ah
µ =

✓
�µ⌫ -

@µ@⌫
@2

◆
�⌫ , @µA

h
µ = 0 , (2a)

�⌫ = A⌫ - ig


1

@2
@A,A⌫

�
+

ig

2


1

@2
@A,@⌫

1

@2
@A

�
+ O(A3) . (2b)

It is worth pointing out that the quantity Ah
µ is gauge invariant order by order [36, 37, 43–45]. If we couple Ah

µ to
the Yang–Mills action in a general linear covariant gauge, it seems this will result in a non-local quantum field theory.
Fortunately, the field Ah

µ can be localized by adding an auxiliary Stueckelberg field ⇠a [36, 37, 43–45, 97] so that

Ah
µ = (Ah)aµT

a = h†Aa
µT

ah+
i

g
h†@µh , h = eig⇠aTa

, (3)
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and by imposing that Ah
µ is transverse, @µAh

µ = 0. Now, the local gauge invariance of Ah
µ under a gauge transformation

u 2 SU(N) can be appreciated from

h ! u†h , h† ! h†u , Aµ ! u†Aµu+
i

g
u†@µu . (4)

Using this field Ah
µ, a Gribov region ⌦ not containing any infinitesimal Gribov copies is given by
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ab(Ah) = -@µD
ab
µ (Ah) > 0} , (5)

where a Hermitian Faddeev–Popov-like operator1, Mab(Ah) = -�ab@2 + gfabc(Ah)cµ@µ, is required to be positive.
Implementing the positivity of the Hermitian operator -@D(Ah) is a sufficient condition to kill off a large set of gauge
copies in linear covariant gauges, namely those that are continuously connected to infinitesimal copies in Landau gauge,
as has been discussed in [36]. More precisely, we impose that the Fourier transform of the inverse operator of -@D(Ah)
displays no poles for p2 > 0. This constraint can, in the thermodynamic limit, be lifted into the path integral using
a saddle point evaluation. The saddle point equation is nothing else than the horizon condition, which in its original,
non-local, form reads in d dimensions

hh(x)i = d(N2 - 1) , h(x) = g2�4
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ddxfakcAh,k
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We refer to [36, 37] for the detailed derivation, see also [21, 80, 82, 83, 98].

The total action implementing the Gribov horizon condition in a general linear covariant gauge is given by

S = SYM + SGF + SGZ + S" . (7a)

In this expression, SYM is the Yang–Mills action

SYM =
1

4

Z
ddxFaµ⌫F

a
µ⌫ ; (7b)

SGF denotes the Faddeev–Popov gauge fixing in the linear covariant gauge:
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with ↵g the gauge parameter, which is zero for the Landau gauge; and SGZ is the Gribov–Zwanziger action in its
local form, which can be written as

SGZ =
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The localizing fields ('̄ac
µ , 'ac

µ ) are a pair of complex-conjugate bosonic fields, while (!̄ac
µ , !ac

µ ) a pair of anti-
commuting complex-conjugate fields. The fields ⌘̄a and ⌘a are also ghost-like, while � is the Gribov parameter, which
is dynamically fixed by a gap equation [37, 82, 83, 98],

hfabc(Ah)aµ('
bc
µ + '̄bc

µ )i = 2d(N2 - 1)
�2

g2
, (8)

also known as the horizon condition. This equation can be succinctly rewritten as

@�

@�2
= 0 , (9)

1
This is not the Faddeev–Popov operator for a generic linear covariant gauge, the latter is given by the non-Hermitian operator -@D(A).

(ex. in Linear Cov. Gauges)
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where � is the quantum action defined by

e-� =

Z
[d�]e-S (10)

with [d�] the Haar measure of integration over all the quantum fields present in the action.

Finally, the term S"

S" =

Z
ddx "a @µ(A

h)aµ (11)

implements, through the Lagrange multiplier ", the transversality of the composite operator (Ah)aµ, namely @µ(Ah)aµ =
0.

The action S in eq. (7a) enjoys an exact BRST invariance, sS = 0 and s2 = 0, expressed by [36, 37, 43–45]

sAa
µ = -Dab

µ cb ,

sca =
g

2
fabccbcc , sc̄a = iba ,

sba = 0 ,

s'ab
µ = 0 , s!ab

µ = 0 ,

s!̄ab
µ = 0 , s'̄ab

µ = 0 ,

s"a = 0 , s(Ah)aµ = 0 ,

shij = -igca(Ta)ikhkj .

(12)

Notice that the gap equation (8) is a BRST-invariant condition. The multiplicative renormalizability of this construc-
tion was proven, to all orders, in [99, 100].

III. REFINED GRIBOV–ZWANZIGER ACTION

In [7], it was noticed that the GZ formalism in Landau gauge is plagued by non-perturbative dynamical instabilities,
leading to the formation of d = 2 condensates like hAa

µA
a
µi and h'̄ab

µ 'ab
µ - !̄ab

µ !ab
µ i, which are energetically favored

[7, 8, 18]. Later, similar features were noticed in the Maximal Abelian gauge GZ formulation [49, 101]. This led to
the Refined Gribov–Zwanziger formalism, which explicitly takes into account the effects of these condensates.

In this paper, we will work out in detail the dynamical RGZ formalism in linear covariant gauges. In order to do
so, we will couple the BRST-invariant operators Ah,a

µ Ah,a
µ and '̄ab

µ 'ab
µ to the GZ action via the local composite

operator (LCO) formalism. As a final result, the Refined Gribov–Zwanziger (RGZ) action (27) will be obtained. With
this RGZ action, the dominant IR ghost behavior is 1/p2, while the gluon propagator, at tree-level but in the new
improved vacuum, is given by

⌦
Aa

µ(p)A
b
⌫(-p)

↵
=

p2 +M2

p4 + (M2 +m2)p2 +M2m2 + �4
Pµ⌫(p)�

ab +
↵g

p2
Lµ⌫�

ab , (13)

where

Pµ⌫(p) = �µ⌫ -
pµp⌫

p2
, Lµ⌫ =

pµp⌫

p2
, (14)

are the transversal and longitudinal projectors, �4 = 2g2N�4, and M2 and m2 are the mass scales linked to the
condensates h'̄ab

µ 'ab
µ i and hAh,a

µ Ah,a
µ i, respectively (see later). It can be shown, [43], that the longitudinal form

factor remains bare, as is usual in the linear covariant gauge. This fact is also confirmed non-perturbatively using
lattice simulations [69, 75] and is consistent with the findings in [35, 39] as well.

For later usage, we remind here that, using the Nielsen identities, it can be shown that the poles of the gluon
propagator are gauge parameter and renormalization scale independent order per order, even in the GZ case. See the
detailed discussion in [45]. Evidently, BRST invariance is crucial here as this underlies the Nielsen identities. We will
later on use this knowledge.
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µ i, respectively (see later). It can be shown, [43], that the longitudinal form

factor remains bare, as is usual in the linear covariant gauge. This fact is also confirmed non-perturbatively using
lattice simulations [69, 75] and is consistent with the findings in [35, 39] as well.

For later usage, we remind here that, using the Nielsen identities, it can be shown that the poles of the gluon
propagator are gauge parameter and renormalization scale independent order per order, even in the GZ case. See the
detailed discussion in [45]. Evidently, BRST invariance is crucial here as this underlies the Nielsen identities. We will
later on use this knowledge.
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e-� =

Z
[d�]e-S (10)
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ddx "a @µ(A
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✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD (pure gauge) at high energies 


✓  consistent with gluon ‘confinement’: confining propagator (no physical 
propagation; violation of reflection positivity) 


✓  consistent with lattice IR results (propagators, ghost-gluon vertex)


✓  physical spectrum of bound states? Glueballs w/ masses compatible w/ lattice


✓ other applications… [Canfora et al]

✓Exact BRST invariance 

X  no general definition of physical operators, unitarity
X  no quantitative prediction without fitting lattice data for propagators

X  quark confinement properties: linear potential, etc…

X  results for other observables? q-qbar-photon vertex and the AMM

[Dudal, Felix, LFP, Rondeau, Vercauteren, EPJC (2019)]

X  Minkowski space



Letícia F. Palhares (XIV LASNPA @ Mexico City, Jun/2024) 18

The quark-photon vertex
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𝑝 → 𝑢𝑢𝑑 (𝑣𝑎𝑙𝑒𝑛𝑐𝑒)

→ + +

𝑞 𝑞

𝛾

Quark – photon vertex

QED QCD

photon gluon

In this model, the MM of 𝑝+ comes from the
vector sum of the MM of the constituent
quarks due to the symmetry properties of the
3-quark wavefunction. Assuming them to be
point particles (Dirac), the MM of 𝑝+ will be:

Constituent Quark Model*

𝝁𝒑 → ෍𝝁𝒒 ? → 𝜇𝑝+ =
4
3
𝜇𝒖 −

1
3
𝜇𝒅 μN

𝜇𝑞 = 𝑄𝑞
𝑀𝑝

𝑚𝑞

1
2
(𝑔 = 2) μN

𝜇𝑝+ ≈
𝑔𝑝
2

μN≈ 2.792 μN

* D.H. Perkins, Introduction to High Energy Physics.
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𝑚𝑞
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Fermion – Photon vertex

QFT → fermion-photon vertex𝝁 = 𝑔 𝑒
2𝑚 𝑺

For a particle of 
mass m, spin s 
and charge e:

INTRODUCTION AND MOTIVATION

𝑓

𝛾

𝑓

Theortcl : 1 159 652 182.032 (720) x 10−12 -- Aoyama et al 2018

Exprmtl  :    1 159 652 180.910 (260) x 10−12 -- pdg.lbl.gov

𝑂(𝜶 5)
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2𝑚

𝑭𝟐 𝑝2 𝑼 𝑞1
𝑝

The magnetic moment (MM) of particles is an excellent
observable to explore with quantum field theory (QFT).

Proof of that is the agreement between the prediction of the electron (muon) magnetic moment, through the electron
(muon)-photon vertex in Quantum Electrodynamics (QED), compared with its experimental value.

𝑔 = 2 𝐹1 0 + 𝐹2 0

𝑔𝑝 ≈ 2 ? → 𝑔𝑝 𝐸𝑥𝑝𝑡 = +5.585694…

What about other particles: Proton ?

𝑔𝑒(𝑡ℎ𝑒𝑜) = 2 1 + 𝛼
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The proton magnetic moment (experimental value) differs greatly from the
value for an elementary particle, reflecting its complex structure.

Elementary particle: 𝒆−

LO

𝑔𝑒 𝐸𝑥𝑝𝑡 = 2.002319...1 Loop
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UNP 2022
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1

In this model is assume that the quarks behave like pointlike Dirac particles (spin 1/2,

g = 2), then their magnetic moment will be:

µq = gQq

✓
e

2mq

◆
S ! µq = Qq

✓
Mp

mq

◆
µN , (38)

where mq is the quark mass, Mp is the proton mass, µN = e/2Mp is the nuclear magneton

and Qq is a numerical factor that characterize the charge of the particle, the quark in this

case. For u and d quarks, its magnetic moment will be (Eq. (38)):

µu = Qu

✓
Mp

mu

◆
µN = +1.8617µN

µd = Qd

✓
Mp

md

◆
µN = �0.9308µN , (39)

where Qu = +2/3, Qd = �1/3, mu = md = 336MeV [11–13] and Mp = 938.2720 MeV [17].

In the CQM, the proton magnetic moment comes from vector sums of the magnetic

moments of its constituent quarks due to the symmetry properties of the three-quark wave

function, that yields:

µp =
4

3
µu �

1

3
µd = 2.7925µN . (40)

where the above numerical result was obtained using the previously parameters (Eq. (39)).

That result is in good agreement with the experimental value (µp = 2.7928... µN) [17] even

when the gluon contributions are considered in an e↵ective way in these constituent quarks

which play the principal role in the system. But what would happen if we consider QFT

corrections to the g factor of the constituent quarks in the CQM instead of the simple value

of g = 2 and also what would be the consequences on the proton magnetic moment? Of

course, within the limits of this model. Well, following the same line of reasoning, to include

such corrections to the quark gq factor we can use the quark–photon vertex (QPV) which

independently of the CQM model can be represented with the diagram of the Fig. (1.a) (In

this case the fermion will be the quark, f ! q).

V. CORRECTIONS TO THE PROTON MAGNETIC MOMENT FROM CON-

FINING MODELS

From QFT we know that the magnetic moment of a quark can be write like:

µq = Qq

✓
e

2mq

◆
1

2
[2 (1 + F q

2 (0)]) = Qq

✓
Mp

mq

◆
[1 + F q

2 (0)]µN , (41)
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and for perturbative QCD (Eqs. (11) and (13)), the magnetic moment of the quark will be:

µq = Qq

✓
Mp

mq

◆⇣
1 +Q2

q

⇣ ↵

2⇡

⌘
+ CF

⇣↵s

2⇡

⌘⌘
µN . (42)

For the confining models used in our analysis (Eqs. (11), (16), (22) and (31)), we have:

µq = Qq

✓
Mp

mq

◆⇣
1 +Q2

q

⇣ ↵

2⇡

⌘
+ CF

⇣↵s

⇡

⌘
F 2(0)

⌘
µN , (43)

where F 2(0) depends on the ratio of the confining models’ masses vs the constituent quark

mass. The proton magnetic moment from the constituent quark model, µCQM

p
, is:

µCQM

p
=

4

3
µu �

1

3
µd =


4

3
Qu

✓
Mp

mq

◆
�

1

3
Qd

✓
Mp

mq

◆�
µN , (44)

then due to the QFT corrections in Eq. 43, the magnetic moment from the CQM will be:

µ+QFT

p
= µCQM

p
+


µCQM

p
Q2

u
+

1

3
Qd

�
Q2

u
�Q2

d

� Mp

mq

�
↵

2⇡
+ µCQM

p

⇥
CF F 2(0)

⇤ ↵s

⇡
, (45)

where the QED contribution will be considered as a fixed value because the value of the QED

coupling is well-known and therefore we will only concentrate on how the QCD contribution

a↵ects the equation above.

If we choose some mq constituent mass (like mq = 336 MeV) so that the µCQM

p
result

is close to the experimental value and we consider both ↵ and ↵s to be nonzero, then the

µ+QFT

p
calculated from these QFT corrections will be greater than the µCQM

p
and µExpt

p
, and

vice versa.

A. Results for the massive model

As an initial analysis, we use the typical value for the constituent quark mass, mq = 336

MeV, which always can be readjusted to fit it the experimental magnetic moment value,

to calculate the magnetic moment of the proton from the CQM [12, 13]. With this idea

and using the Eq. (45), where F 2(0) comes from Eqs. (14) and (16), we can analyze the

behavior of the proton magnetic moment through the CQM modified with corrections from

the perturbative QCD approach and the Massive gluon model (MM), respectively.

From Fig. (4.a) we can notice that the magnetic moment calculated through the CQM

(yellow dashed line), for a mq = 336 MeV, is close to the experimental value (solid (hori-

zontal) blue line) and as we mentioned above if the µCQM

p
value is close to the experimental
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…yielding a quark anomalous magnetic moment:
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The quark-photon vertex

5

𝑭𝟐 𝟎 RESULTS

RGZ

𝑚𝑞 = 363 MeV  𝑀𝑝 → 𝑀𝑝
𝑒𝑥𝑝 ≈ 939 MeV

*a and b are ratios of the gluon mass parameters and the quark mass.
𝐹2(0)𝑀𝑎𝑠𝑠 ≈ 0.058 𝐹2 0 𝐺𝑍 ≈ 0.036

𝑚 ≈ 600 MeV 

Massive

GZ

𝐹2(0)𝑀𝑎𝑠𝑠 ≈ 𝐹2 0 𝐺𝑍

𝑚 ≈ 150 MeV 

𝐹2(0)𝑄𝐶𝐷 = 0.5

𝑭 𝟐
(𝟎
)
=
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𝑭 𝟐
(𝟎
)
=

[Mena & LFP, to appear]

6

RGZ 𝑭𝟐 𝟎 RESULTS

DATA M [GeV] m [GeV] 𝝀 [GeV]
O.S 2.1150 1.9414 i 2.0381

D.O.S 1 1.5890 1.4195 i 1.5222
D.O.S 2 2.0389 1.8881 i 1.9730

DATA a b 𝑭𝟐(𝟎)
O.S 2.670 3.962 0.2456

D.O.S 1 1.935 3.518  0.1946
D.O.S 2 2.249 3.774 0.2658

𝑚𝑞 = 363 MeV

D. Dudal, O. Oliveira, and P. J. Silva, Annals of Physics 397, 351 (2018) (D.O.S)O. Oliveira and P. J. Silva, Phys. Rev. D 86, 114513 (2012) (O.S)

𝑭𝟐
𝑸𝑪𝑫 𝟎 = 𝟎. 𝟓
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Massive parameters fit from lattice data:
Oliveira & Silva, PRD (2012)
Dudal, Oliveira & Silva,  Ann. Phys. (2018)

RGZ:
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Estimating the proton AMM from confining models…

We adopt the simplest Constituent Quark Model to estimate the effect on the proton AMM:

7

Proton magnetic moment
Massive model

𝜇𝑝
+𝑄𝐹𝑇 = 𝜇𝑝

𝐶𝑄𝑀 + 𝜇𝑝
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• Confining model parameters:  
dynamically generated gluon mass(es) 
+ 
strong coupling in the deep IR
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RGZ model

𝒎𝒒 = 𝟑𝟔𝟑 MeV

𝝀 = 𝟏

𝝁𝒑
𝑬𝒙𝒑𝒕

DATA M [GeV] m [GeV] 𝝀 [GeV] 𝜶𝒔 ∥ 𝝀𝑪𝑭
D.O.S 1 𝝀𝟎 1.5890 1.4195 i 1.5064 0.4∥ 0.095
D.O.S 1 𝝀𝟏 1.5890 1.4195 i 1.5231 1.0∥ 0.239

DATA O.S D.O.S 1 D.O.S 2

𝜶𝒔 ∥ 𝝀𝑪𝑭 0.77 ∥ 0.18 0.97 ∥ 0.23 0.71 ∥ 0.17

Proton magnetic moment

DATA M [GeV] m [GeV] 𝝀 [GeV]
D.O.S 1 1.5890 1.4195 i 1.5222

In this model is assume that the quarks behave like pointlike Dirac particles (spin 1/2,

g = 2), then their magnetic moment will be:

µq = gQq

✓
e

2mq

◆
S ! µq = Qq

✓
Mp

mq

◆
µN , (38)

where mq is the quark mass, Mp is the proton mass, µN = e/2Mp is the nuclear magneton

and Qq is a numerical factor that characterize the charge of the particle, the quark in this

case. For u and d quarks, its magnetic moment will be (Eq. (38)):

µu = Qu

✓
Mp

mu

◆
µN = +1.8617µN

µd = Qd

✓
Mp

md

◆
µN = �0.9308µN , (39)

where Qu = +2/3, Qd = �1/3, mu = md = 336MeV [11–13] and Mp = 938.2720 MeV [17].

In the CQM, the proton magnetic moment comes from vector sums of the magnetic

moments of its constituent quarks due to the symmetry properties of the three-quark wave

function, that yields:

µp =
4

3
µu �

1

3
µd = 2.7925µN . (40)

where the above numerical result was obtained using the previously parameters (Eq. (39)).

That result is in good agreement with the experimental value (µp = 2.7928... µN) [17] even

when the gluon contributions are considered in an e↵ective way in these constituent quarks

which play the principal role in the system. But what would happen if we consider QFT

corrections to the g factor of the constituent quarks in the CQM instead of the simple value

of g = 2 and also what would be the consequences on the proton magnetic moment? Of

course, within the limits of this model. Well, following the same line of reasoning, to include

such corrections to the quark gq factor we can use the quark–photon vertex (QPV) which

independently of the CQM model can be represented with the diagram of the Fig. (1.a) (In

this case the fermion will be the quark, f ! q).

V. CORRECTIONS TO THE PROTON MAGNETIC MOMENT FROM CON-

FINING MODELS

From QFT we know that the magnetic moment of a quark can be write like:

µq = Qq

✓
e

2mq

◆
1

2
[2 (1 + F q

2 (0)]) = Qq

✓
Mp

mq

◆
[1 + F q

2 (0)]µN , (41)
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and for perturbative QCD (Eqs. (11) and (13)), the magnetic moment of the quark will be:

µq = Qq

✓
Mp

mq

◆⇣
1 +Q2

q

⇣ ↵

2⇡

⌘
+ CF

⇣↵s

2⇡

⌘⌘
µN . (42)

For the confining models used in our analysis (Eqs. (11), (16), (22) and (31)), we have:

µq = Qq

✓
Mp

mq

◆⇣
1 +Q2

q

⇣ ↵

2⇡

⌘
+ CF

⇣↵s

⇡

⌘
F 2(0)

⌘
µN , (43)

where F 2(0) depends on the ratio of the confining models’ masses vs the constituent quark

mass. The proton magnetic moment from the constituent quark model, µCQM

p
, is:

µCQM

p
=

4

3
µu �

1

3
µd =


4

3
Qu

✓
Mp

mq

◆
�

1

3
Qd

✓
Mp

mq

◆�
µN , (44)

then due to the QFT corrections in Eq. 43, the magnetic moment from the CQM will be:

µ+QFT

p
= µCQM

p
+


µCQM

p
Q2

u
+

1

3
Qd

�
Q2

u
�Q2

d

� Mp

mq

�
↵

2⇡
+ µCQM

p

⇥
CF F 2(0)

⇤ ↵s

⇡
, (45)

where the QED contribution will be considered as a fixed value because the value of the QED

coupling is well-known and therefore we will only concentrate on how the QCD contribution

a↵ects the equation above.

If we choose some mq constituent mass (like mq = 336 MeV) so that the µCQM

p
result

is close to the experimental value and we consider both ↵ and ↵s to be nonzero, then the

µ+QFT

p
calculated from these QFT corrections will be greater than the µCQM

p
and µExpt

p
, and

vice versa.

A. Results for the massive model

As an initial analysis, we use the typical value for the constituent quark mass, mq = 336

MeV, which always can be readjusted to fit it the experimental magnetic moment value,

to calculate the magnetic moment of the proton from the CQM [12, 13]. With this idea

and using the Eq. (45), where F 2(0) comes from Eqs. (14) and (16), we can analyze the

behavior of the proton magnetic moment through the CQM modified with corrections from

the perturbative QCD approach and the Massive gluon model (MM), respectively.

From Fig. (4.a) we can notice that the magnetic moment calculated through the CQM

(yellow dashed line), for a mq = 336 MeV, is close to the experimental value (solid (hori-

zontal) blue line) and as we mentioned above if the µCQM

p
value is close to the experimental

16

with
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Estimating the proton AMM from confining models…
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Figure 5.3: Values of ↵s(0) from the literature and reported in this review. The di↵erences
in the infrared fixed-point value of the coupling can be due to choices of RS, gauge, relativis-
tic form, truncations, approximations, model dependence and other points, as indicated and
discussed in the main text. The vertical arrows indicate IR-divergent couplings.
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[Deur, Brodsky, de Téramond (2016)]

1. Confining models — even with complex conjugated poles — yield reasonable results;


2. Dynamically generated gluon masses can be accomodated  
if the strong coupling is large enough in the IR (or changing other CQM parameters…)


3. Still hard to constrain models, but lattice data may help.

• CQM parameters:  
constituent quark mass fixed to proton mass
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𝑭𝟐 𝟎 RESULTS
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𝑭 𝟐
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)
=

• Confining model parameters:  
dynamically generated gluon mass(es) 
+ 
strong coupling in the deep IR
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Final comments

Thank you for your attention!

• Dynamical gluon mass generation should occur in IR YM theories.

• The Gribov problem is present and should profoundly affect the IR regime of gauge-
fixed non-Abelian gauge theories.


• The RGZ framework represents a consistent scenario to study the non-perturbative IR 
physics and has provided interesting results for correlation functions in the 
gluon sector fitting lattice propagators.


• The q-qbar-photon may be calculated on the lattice and offers a window to observables 
like the anomalous magnetic moment (possibility of parameter and/or model constraining)


• Extend calculations to the quark sector and to observables, in order to further test RGZ 
predictions.
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BACKUP SLIDES
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• To explicitly calculate the values of the condensates in RGZ, one should construct an 
effective potential for the composite operators:

24

Constructing the effective potential of GZ theory

⌃[· · · , ⌧, Q] = S + ⌧
1

2
Ah,a

µ Ah,a
µ +Q '̄ac

µ 'ac
µ

OA O'

➠ �[OA, O']

Le
ge

nd
re

 
tra

ns
f.

➠

M
ini

m
ize

hOIi

• For composite operators (mass dimension 2 or higher) a lot of complications appear!

• In the non-BRST-invariant formulation of RGZ, there could be many more condensates 
and the full effective potential calculation was never achieved. 

[cf. Dudal, Sorella & Vandersickel (2011)]
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• Finite parts of the LCO parameters                have to be computed separately, requiring 
that the effective potential obeys the usual RG equation.

25

The LCO effective potential of GZ theory

5

Depending on the relative size of the mass scales appearing in (13), the propagator can develop complex-conjugate
poles. If (13) is fitted to lattice data, the complex pole scenario is clearly preferred [70, 77, 102]. These complex poles
evidently remove the gluon from the physical spectrum, which could offer an intuitive explanation of why gluons are
unobservable. Notice that these complex poles also occur explicitly in other approaches, see [54, 103].

To compute the effective potential of the above-mentioned condensates, we add the local sources ⌧ and Q, coupled
to the relevant local composite operators, to the action S given in (7a):

⌃ = S+ SA2 + S''̄ + Svac . (15a)

In this expression, we have, including the Z-factors in the conventions of [18], that

SA2 =

Z
ddxZA(Z⌧⌧⌧+ Z⌧QQ)

1

2
Ah,a

µ Ah,a
µ , (15b)

S'̄' =

Z
ddxZQQZ'Q'̄ac

µ 'ac
µ , (15c)

Svac = -

Z
ddx

✓
Z⇣⇣

2
⌧2 + Z↵↵Q

2 + Z��Q⌧

◆
. (15d)

In the above expressions, we already used the fact that the source Q has no mixing with ⌧ (i.e. ZQ⌧ = 0), while ⌧
does mix with Q, see later. At the operator level, this means '̄' mixes with AhAh, while AhAh renormalizes on its
own. The sources are BRST singlets,

s⌧ = 0, sQ = 0. (16)

When computing the generating functional, new divergences proportional to ⌧2, Q2 and ⌧Q appear. This happens
because of the divergences appearing in correlation functions such as hOj(x)Oj(y)i, with Oi one of the d = 2 operators
added to the RGZ action. This is why the term Svac given in (15d) is necessary. The counterterms, which come with
new and a priori free parameters ↵, � and ⇣ (so-called LCO parameters), will absorb the divergences in ⌧2, Q2 and
Q⌧, i.e. via �⇣⌧2, �↵Q2 and ��Q⌧. We will momentarily discuss how to fix the (finite) parameters themselves, while
maintaining full multiplicative renormalizability. This method was originally developed in [92], see also [90, 104]. The
generalization, including operator mixing, was worked out first in [18], and we will rely on the latter reference.

Given that the main purpose of this work is to compute d = 2 vacuum condensates which are BRST invariant, we
can actually make use of the full power of BRST. Indeed, we can choose an appropriate gauge for explicit computation.
Clearly, the Landau gauge is singled out, as in that case AhAh collapses into A2. Loosely speaking, this is clear from
expression (2). A more formal proof based on integrating over the auxiliary fields ⇠, ✏, ⌘ and ⌘̄ is provided in [45],
establishing that the BRST invariant action for ↵g ! 0 exactly reduces to that of the original GZ action in Landau
gauge (modulo the extra d = 2 operators of course).

As such, we can rely on the algebraic renormalization analysis already performed in [18], establishing the renormal-
izability of the action to all orders of perturbation theory. Moreover, it was shown that the sources (Q, ⌧) have the
following renormalization structure

✓
Q0

⌧0

◆
=

✓
ZQQ 0
Z⌧Q Z⌧⌧

◆✓
Q
⌧

◆
. (17)

IV. ESSENTIAL POINTS OF THE LCO FORMALISM

This section is largely based on [18, Sect. 4.1]. In order to make the paper self-contained, we now review the main
steps.

We are interested in the generating functional

e-�(J) =

Z
[d�]e-⌃ (18)

where J =

✓
Q
⌧

◆
and the classical action, with sources, has been written down in (15a). At the bare level and in

• For composite operators (dim 2 or higher), this is not so straightforward…
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◆
=
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ZQQ 0
Z⌧Q Z⌧⌧

◆✓
Q
⌧

◆
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IV. ESSENTIAL POINTS OF THE LCO FORMALISM

This section is largely based on [18, Sect. 4.1]. In order to make the paper self-contained, we now review the main
steps.

We are interested in the generating functional

e-�(J) =

Z
[d�]e-⌃ (18)

where J =

✓
Q
⌧

◆
and the classical action, with sources, has been written down in (15a). At the bare level and in

{
• Nonlinear terms in the currents necessary to cancel divergences + Mixing


• The usual Legendre transform does not work, but one can use Hubbard-Stratonovich 
transformations to eliminate these nonlinear terms in the currents and construct an 
effective potential that can be properly minimized.

⇣, ↵, ⇠

needed (n+1) loops for n-loop results [cf. Dudal, Sorella & Vandersickel (2011)]

[Verschelde ('95)]
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The LCO effective potential of BRST-inv. GZ theory

• In this talk:


• BRST-invariance allows us to work with Landau gauge and “only” two condensates  
(still 4-dim. parameter space, with the Gribov parameter and renormalization scale)


• More convenient Hubbard-Stratonovich transformation that eliminates the necessity 
of n+1-loop calculations. Similar technique first used in [Lemes, Sarandy, Sorella (2003)]

6

dimensional regularization (d = 4- ✏), we have

-
1

2
⇣0⌧

2
0 - ↵0Q

2
0 - �0Q0⌧0 = -µ-✏

✓
1

2
⇣⌧2 + ↵Q2 + �Q⌧+

1

2
�⇣⌧2 + �↵Q2 + ��Q⌧

◆
, (19)

where we used �⇣, �↵ and �� to denote the corresponding vacuum counterterms [18], necessary to remove the diver-
gences in the sources squared that arise when computing the generating functional. We also already introduced the
renormalization scale µ necessary for dimensional reasons.

The renormalization matrix can be translated into an anomalous dimension matrix � [18],

� =

 
Z-1
QQµ @

@µZQQ 0

-Z⌧Qµ @
@µZQQ + Z-1

⌧⌧ µ
@
@µZ⌧Q Z-1

⌧⌧ µ
@
@µZ⌧⌧

!

=

✓
�QQ 0
�21 �⌧⌧

◆
. (20)

so that

µ
@

@µ
J = -� · J . (21)

Next, deriving (19) w.r.t. µ and identifying terms in Q2,⌧2 and Q⌧, we find 3 coupled differential equations

�(g2)
@

@g2

⇣(g2)

2
=

✏

2
�⇣-

1

2
�(g2)

@

@g2
(�⇣) + �⌧⌧(g

2)(⇣+ �⇣) ,

�(g2)
@

@g2
↵(g2) = ✏�↵- �(g2)

@

@g2
(�↵) + 2�QQ(g2)(↵+ �↵) + �21(g

2)(�+ ��) ,

�(g2)
@

@g2
�(g2) = ✏��- �(g2)

@

@g2
(��) + �QQ(g2)(�+ ��) + �⌧⌧(g

2)(�+ ��) + �21(g
2)(⇣+ �⇣) . (22)

where, following the LCO formalism [92], we made ⇣(g2), ↵(g2) and ⇠(g2) functions of g2, such that they are no
longer free parameters but completely determinable by solving the previous renormalization-group based equations.
In practice, this happens order per order in perturbation theory by using a Laurent expansion in g2. This choice
(which is unique, see [92, 104]) is compatible with multiplicative renormalizability of the parameters, in addition to
ensuring a homogeneous renormalization group equation of the standard type for the generating functional,

✓
µ

@

@µ
+ �(g2)

@

@g2
+

Z
ddxJ · � · �

�J

◆
�(J) = 0. (23)

Note that in deriving the relations (22), the finiteness of (⇣,↵, ⇠) plays a role.

V. COMPUTATION OF THE EFFECTIVE ACTION

Notice that the action ⌃ in (15a) has three terms quadratic in the sources. These terms introduce a conceptual
difficulty: the interpretation of the effective action � as an energy density. Indeed, when the sources J are linearly
coupled to fields �, the functional �(J) can be Legendre transformed into �(�). However, if �(J) contains squares (or
higher powers) of the sources, these terms would not cancel out in the Legendre transform, such that the interpretation
of � as an energy density is unclear.

In [90, 92], it was shown how to circumvent this apparent problem by a suitable Hubbard–Stratonovich transfor-
mation. In the case of mixing sources/operators, a generalization of this strategy was first worked out in [18]. Here,
we will use a slightly different version from that of [18], which offers the advantage that — despite the observations
in [90, 92] — it is not necessary to perform (n+ 1)-loop computations to get n-loop results with the LCO formalism.
That this is possible was first noticed in [105].

To get rid of these quadratic terms in the sources, we proceed by introducing two auxiliary fields �1 and �2 through
two identities

1 =

Z
[D�1] e

- 1
2Z⇣

R
ddx(�1+

ā
2 A2+b̄Q+c̄⌧)

2

, (24a)

1 =

Z
[D�2] e

+ 1
2Z↵

R
ddx(�2+d̄''+ēQ+ f̄

2A2)
2

, (24b)

7

with which we multiply the integral in (18). The positive sign in the exponent of the second integral (24b) obviously
makes it infinite. However, we should remind that all functional integrals are actually defined only up to an infinite
constant, often not explicitly written. Actually, what we are doing by inserting this “infinite identity” can be seen as
a rescaling of the infinite constant hidden in expression (18). Doing this rescaling in a subtle way, a careful choice of
the coefficients ā to f̄ allows us to eliminate all the quadratic terms in sources appearing in the partition function.

A straightforward computation shows that we have to choose the coefficients

ā =
ZAZ⌧⌧p

⇣
µ✏/2 (25a)

b̄ = -
Z��p

⇣
µ-✏/2, (25b)

c̄ = -Z⇣

p
⇣µ-✏/2, (25c)

d̄ =
Z'ZQQq

-2↵+
Z2

��
2

Z↵Z⇣⇣

µ✏/2, (25d)

ē = Z↵

s

-2↵+
Z2
��

2

Z↵Z⇣⇣
µ-✏/2, (25e)

f̄ = -

ZAZ⌧⌧Z��
Z⇣⇣

+ ZAZ⌧Q
q

-2↵+
Z2

��
2

Z↵Z⇣⇣

µ✏/2, (25f)

in order to obtain a new expression for � involving only terms linear in the sources. The renormalization factors
(Z-factors) are calculable, see [18] and underlying references like [90, 106]. In the MS scheme and at one-loop, these
Z-factors read in our current conventions as follows:

ZA = 1+
13

6

Ng2

16⇡2

2

✏
, Zg = 1-

11

6

Ng2

16⇡2

2

✏
, Z' = Z-1

g Z
-1/2
A = 1+

3

4

Ng2

16⇡2

2

✏
, (26a)

Z⇣ = 1-
13

6

Ng2

16⇡2

2

✏
, Z↵ = 1+

35

12

Ng2

16⇡2

2

✏
, Z� = 1 , Z�2 = Z-1/2

g Z
-1/4
A = 1+

3

8

Ng2

16⇡2

2

✏
, (26b)

Z⌧⌧ = 1-
35

12

Ng2

16⇡2

2

✏
, Z⌧Q = 0 , ZQQ = Z-1

' = 1-
3

2

Ng2

16⇡2✏
. (26c)

Therefore, (18) can be rewritten as follows:

e-�(Q,⌧) =

Z
[D�][D�1D� 0

2] exp


-SGZ -

Z
ddx

✓
�2
1

2Z⇣

✓
1-

b̄2

ē2
Z↵

Z⇣

◆
-

� 02
2

2Z↵
-

b̄

ē

�1�
0
2

Z⇣

+

✓
1

2Z⇣

✓
ā-

f̄b̄

ē

◆
�1 -

f̄

2Z↵
� 0
2

◆
A2 -

✓
b̄d̄

ē

1

Z⇣
�1 +

d̄

Z↵
� 0
2

◆
''

+
ā2

8Z⇣
(A2)2 -

1

2Z↵

✓
f̄

2
A2 + d̄''

◆2

+
c̄

Z⇣
�1⌧-

ē

Z↵
� 0
2Q

!#

(27)

where � 0
2 is defined by

� 0
2 = �2 -

b̄

ē

Z↵

Z⇣
�1. (28)

In this expression, all LCO parameters, sources and fields are now finite, and infinities are only present in the
Z renormalization factors, whether explicitly written or present in the coefficients ā to f̄. At one loop, � = 0 and
Z⌧Q = 0 [18], which implies that b̄ = f̄ = 0 and thus � 0

2 = �2.

In order to have an expression of the form m2

2 A2 -M2'̄', we define the effective mass scales, m2 and M2, linked
to hAAi and h'̄'i respectively, by the classical (leading order in g) parts of the vacuum expectation values of the

coefficients chosen to eliminate 
nonlinear terms in the currents

(auxiliary fields          play the role of the composite fields)�1,�2

[Dudal, Felix, LFP, Rondeau, Vercauteren, EPJC (2019)]
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with which we multiply the integral in (18). The positive sign in the exponent of the second integral (24b) obviously
makes it infinite. However, we should remind that all functional integrals are actually defined only up to an infinite
constant, often not explicitly written. Actually, what we are doing by inserting this “infinite identity” can be seen as
a rescaling of the infinite constant hidden in expression (18). Doing this rescaling in a subtle way, a careful choice of
the coefficients ā to f̄ allows us to eliminate all the quadratic terms in sources appearing in the partition function.

A straightforward computation shows that we have to choose the coefficients

ā =
ZAZ⌧⌧p

⇣
µ✏/2 (25a)

b̄ = -
Z��p

⇣
µ-✏/2, (25b)

c̄ = -Z⇣

p
⇣µ-✏/2, (25c)

d̄ =
Z'ZQQq

-2↵+
Z2
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2

Z↵Z⇣⇣

µ✏/2, (25d)

ē = Z↵

s

-2↵+
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��

2

Z↵Z⇣⇣
µ-✏/2, (25e)

f̄ = -

ZAZ⌧⌧Z��
Z⇣⇣

+ ZAZ⌧Q
q

-2↵+
Z2

��
2

Z↵Z⇣⇣

µ✏/2, (25f)

in order to obtain a new expression for � involving only terms linear in the sources. The renormalization factors
(Z-factors) are calculable, see [18] and underlying references like [90, 106]. In the MS scheme and at one-loop, these
Z-factors read in our current conventions as follows:

ZA = 1+
13

6

Ng2

16⇡2

2

✏
, Zg = 1-

11

6

Ng2

16⇡2

2

✏
, Z' = Z-1

g Z
-1/2
A = 1+

3

4

Ng2

16⇡2

2

✏
, (26a)

Z⇣ = 1-
13

6

Ng2

16⇡2

2

✏
, Z↵ = 1+

35

12

Ng2

16⇡2

2

✏
, Z� = 1 , Z�2 = Z-1/2

g Z
-1/4
A = 1+

3

8

Ng2

16⇡2

2

✏
, (26b)

Z⌧⌧ = 1-
35

12

Ng2

16⇡2

2

✏
, Z⌧Q = 0 , ZQQ = Z-1

' = 1-
3

2

Ng2

16⇡2✏
. (26c)

Therefore, (18) can be rewritten as follows:

e-�(Q,⌧) =

Z
[D�][D�1D� 0

2] exp


-SGZ -

Z
ddx

✓
�2
1

2Z⇣

✓
1-

b̄2

ē2
Z↵

Z⇣

◆
-

� 02
2

2Z↵
-

b̄

ē

�1�
0
2

Z⇣

+

✓
1

2Z⇣

✓
ā-

f̄b̄

ē

◆
�1 -

f̄

2Z↵
� 0
2

◆
A2 -

✓
b̄d̄

ē

1

Z⇣
�1 +

d̄

Z↵
� 0
2

◆
''

+
ā2

8Z⇣
(A2)2 -

1

2Z↵

✓
f̄

2
A2 + d̄''

◆2

+
c̄

Z⇣
�1⌧-

ē

Z↵
� 0
2Q

!#

(27)

where � 0
2 is defined by

� 0
2 = �2 -

b̄

ē

Z↵

Z⇣
�1. (28)

In this expression, all LCO parameters, sources and fields are now finite, and infinities are only present in the
Z renormalization factors, whether explicitly written or present in the coefficients ā to f̄. At one loop, � = 0 and
Z⌧Q = 0 [18], which implies that b̄ = f̄ = 0 and thus � 0

2 = �2.

In order to have an expression of the form m2

2 A2 -M2'̄', we define the effective mass scales, m2 and M2, linked
to hAAi and h'̄'i respectively, by the classical (leading order in g) parts of the vacuum expectation values of the

The LCO effective potential of BRST-inv. GZ theory (cont.)

• The condensates are directly related to the sigma fields:
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respective quadratic terms in the action (27), that is:

m2 ⌘
✓

1

Z⇣

✓
ā-

f̄b̄

ē

◆
h�1i-

f̄

Z↵
h� 0

2i
◆����

leading

=
1p
⇣

����
leading

h�1i =

s
13Ng2

9(N2 - 1)
h�1i (29a)

M2 ⌘
✓
b̄d̄

ē

1

Z⇣
h�1i+

d̄

Z↵
h� 0

2i
◆����

leading

=
1p
-2↵

����
leading

h� 0
2i =

s
35Ng2

48(N2 - 1)2
h� 0

2i (29b)

where the last equalities follow from ↵ = ↵0

g2 = -24(N2-1)2

35Ng2 and ⇣ = ⇣0

g2 = 9(N2-1)
13Ng2 [18].

Assuming the fields �1 and � 0
2 develop nonzero vacuum expectation values, we can compute these by means of

Jackiw’s background field method [107]. We replace these fields by a classical vacuum expectation value and a
fluctuating quantum part, � ! h�i + �, ignore terms linear in the fields as these drop out when working around
extrema, and we integrate out all the fluctuations. With this decomposition of the (auxiliary) fields, the quadratic
part of the action (including only those Z-factors that are necessary for a one-loop computation) becomes

Z
ddx

✓
1

2
Aa

µ

✓
-�µ⌫@

2 +

✓
1-

1

↵g

◆
@µ@⌫

◆
Aa

⌫ + c̄a@2ca +'ab
µ @2'ab

µ -!ab
µ @2!ab

µ

-�2gfabcAa
µ('

bc
µ +'bc

µ )- Z2
�2d(N2 - 1)�4 +

�2
1

2Z⇣
-

� 02
2

2Z↵
+

m2

2
A2 -M2''

◆
. (30)

Using the definitions (29), in addition to

'̄ab
µ = Uab

µ + iVab
µ , 'ab

µ = Uab
µ - iVab

µ , (31a)

Pµ⌫ ⌘ (-@2 +M2)�µ⌫ , (31b)

Qµ⌫ ⌘

(-@2 +m2)�µ⌫ +

✓
1-

1

↵g

◆
@µ@⌫

�
, (31c)

this quadratic part can be rewritten as
Z
ddx

✓
-Z2

�2d(N2 - 1)�4 +
9(N2 - 1)

13Ng2

m4

2Z⇣
-

48(N2 - 1)2

35Ng2

M4

2Z↵

+
1

2
Aa

µQµ⌫A
a
⌫ + c̄a@2ca -Uab

µ Pµ⌫U
ab
⌫ - Vab

µ Pµ⌫V
ab
⌫ -!ab

µ @2!ab
µ - 2�2gfabcAa

µU
bc
µ

◆
. (32)

Since the ghost fields c, c̄, !, !̄ appear uncoupled to other fields, they can be immediately integrated out, giving
just an overall factor. The real bosonic fields U and V can be integrated out next, leading to:

Z
[DU,V]e-

R
ddx[-Vab

µ Pµ⌫Vab
⌫ -Uab

µ Pµ⌫Uab
⌫ -2g�2fabcAa

µUbc
µ ] =

1

det(Pµ⌫�ac�bd)
e-

R
ddx[Ng2�4Aa

µP-1
µ⌫�abAb

⌫] , (33)

Introducing

Rµ⌫ ⌘ Qµ⌫ + 2Ng2�4P-1
µ⌫ =

✓
-@2 +m2 +

2N�4g2

-@2 +M2

◆
�µ⌫ +

✓
1-

1

↵g

◆
@µ@⌫

�
, (34)

we now also integrate over the gluon field Aµ. The quadratic part of the action containing Aµ is
Z
[DA]e-

1
2

R
ddxAa

µRµ⌫Aa
⌫ =

1p
det(Rµ⌫�ab)

(35)

As a result, the effective potential will be2

� = -Z2
�2d(N2 - 1)�4 +

9(N2 - 1)

13Ng2

m4

2Z⇣
-

48(N2 - 1)2

35Ng2

M4

2Z↵
+ (N2 - 1)2 Tr lnPµ⌫ +

N2 - 1

2
Tr lnRµ⌫ . (36)

2
We have tacitly removed the global volume factor everywhere.
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respective quadratic terms in the action (27), that is:

m2 ⌘
✓

1

Z⇣

✓
ā-

f̄b̄

ē

◆
h�1i-

f̄

Z↵
h� 0
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◆����
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=
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⇣
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s
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h�1i (29a)

M2 ⌘
✓
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1
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d̄
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◆����

leading

=
1p
-2↵

����
leading

h� 0
2i =

s
35Ng2

48(N2 - 1)2
h� 0

2i (29b)

where the last equalities follow from ↵ = ↵0

g2 = -24(N2-1)2

35Ng2 and ⇣ = ⇣0

g2 = 9(N2-1)
13Ng2 [18].

Assuming the fields �1 and � 0
2 develop nonzero vacuum expectation values, we can compute these by means of

Jackiw’s background field method [107]. We replace these fields by a classical vacuum expectation value and a
fluctuating quantum part, � ! h�i + �, ignore terms linear in the fields as these drop out when working around
extrema, and we integrate out all the fluctuations. With this decomposition of the (auxiliary) fields, the quadratic
part of the action (including only those Z-factors that are necessary for a one-loop computation) becomes

Z
ddx

✓
1

2
Aa

µ

✓
-�µ⌫@

2 +

✓
1-

1

↵g

◆
@µ@⌫

◆
Aa

⌫ + c̄a@2ca +'ab
µ @2'ab

µ -!ab
µ @2!ab

µ

-�2gfabcAa
µ('

bc
µ +'bc

µ )- Z2
�2d(N2 - 1)�4 +

�2
1

2Z⇣
-

� 02
2

2Z↵
+

m2

2
A2 -M2''

◆
. (30)

Using the definitions (29), in addition to

'̄ab
µ = Uab

µ + iVab
µ , 'ab

µ = Uab
µ - iVab

µ , (31a)

Pµ⌫ ⌘ (-@2 +M2)�µ⌫ , (31b)

Qµ⌫ ⌘

(-@2 +m2)�µ⌫ +

✓
1-

1

↵g

◆
@µ@⌫

�
, (31c)

this quadratic part can be rewritten as
Z
ddx

✓
-Z2

�2d(N2 - 1)�4 +
9(N2 - 1)

13Ng2

m4

2Z⇣
-

48(N2 - 1)2

35Ng2

M4

2Z↵

+
1

2
Aa

µQµ⌫A
a
⌫ + c̄a@2ca -Uab

µ Pµ⌫U
ab
⌫ - Vab

µ Pµ⌫V
ab
⌫ -!ab

µ @2!ab
µ - 2�2gfabcAa

µU
bc
µ

◆
. (32)

Since the ghost fields c, c̄, !, !̄ appear uncoupled to other fields, they can be immediately integrated out, giving
just an overall factor. The real bosonic fields U and V can be integrated out next, leading to:

Z
[DU,V]e-

R
ddx[-Vab

µ Pµ⌫Vab
⌫ -Uab

µ Pµ⌫Uab
⌫ -2g�2fabcAa

µUbc
µ ] =

1

det(Pµ⌫�ac�bd)
e-

R
ddx[Ng2�4Aa

µP-1
µ⌫�abAb

⌫] , (33)

Introducing

Rµ⌫ ⌘ Qµ⌫ + 2Ng2�4P-1
µ⌫ =
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-@2 +M2
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�µ⌫ +
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1

↵g

◆
@µ@⌫

�
, (34)

we now also integrate over the gluon field Aµ. The quadratic part of the action containing Aµ is
Z
[DA]e-

1
2

R
ddxAa

µRµ⌫Aa
⌫ =

1p
det(Rµ⌫�ab)

(35)

As a result, the effective potential will be2

� = -Z2
�2d(N2 - 1)�4 +

9(N2 - 1)

13Ng2

m4

2Z⇣
-

48(N2 - 1)2

35Ng2

M4

2Z↵
+ (N2 - 1)2 Tr lnPµ⌫ +

N2 - 1

2
Tr lnRµ⌫ . (36)

2
We have tacitly removed the global volume factor everywhere.
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respective quadratic terms in the action (27), that is:
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where the last equalities follow from ↵ = ↵0

g2 = -24(N2-1)2

35Ng2 and ⇣ = ⇣0

g2 = 9(N2-1)
13Ng2 [18].

Assuming the fields �1 and � 0
2 develop nonzero vacuum expectation values, we can compute these by means of

Jackiw’s background field method [107]. We replace these fields by a classical vacuum expectation value and a
fluctuating quantum part, � ! h�i + �, ignore terms linear in the fields as these drop out when working around
extrema, and we integrate out all the fluctuations. With this decomposition of the (auxiliary) fields, the quadratic
part of the action (including only those Z-factors that are necessary for a one-loop computation) becomes
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Using the definitions (29), in addition to
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µ , (31a)

Pµ⌫ ⌘ (-@2 +M2)�µ⌫ , (31b)
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this quadratic part can be rewritten as
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Since the ghost fields c, c̄, !, !̄ appear uncoupled to other fields, they can be immediately integrated out, giving
just an overall factor. The real bosonic fields U and V can be integrated out next, leading to:
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R
ddx[-Vab

µ Pµ⌫Vab
⌫ -Uab
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µUbc
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det(Pµ⌫�ac�bd)
e-

R
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Introducing
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we now also integrate over the gluon field Aµ. The quadratic part of the action containing Aµ is
Z
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R
ddxAa

µRµ⌫Aa
⌫ =

1p
det(Rµ⌫�ab)

(35)

As a result, the effective potential will be2
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Tr lnRµ⌫ . (36)

2
We have tacitly removed the global volume factor everywhere.
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respective quadratic terms in the action (27), that is:
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where the last equalities follow from ↵ = ↵0

g2 = -24(N2-1)2

35Ng2 and ⇣ = ⇣0

g2 = 9(N2-1)
13Ng2 [18].

Assuming the fields �1 and � 0
2 develop nonzero vacuum expectation values, we can compute these by means of

Jackiw’s background field method [107]. We replace these fields by a classical vacuum expectation value and a
fluctuating quantum part, � ! h�i + �, ignore terms linear in the fields as these drop out when working around
extrema, and we integrate out all the fluctuations. With this decomposition of the (auxiliary) fields, the quadratic
part of the action (including only those Z-factors that are necessary for a one-loop computation) becomes
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Using the definitions (29), in addition to

'̄ab
µ = Uab

µ + iVab
µ , 'ab

µ = Uab
µ - iVab

µ , (31a)
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this quadratic part can be rewritten as
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Since the ghost fields c, c̄, !, !̄ appear uncoupled to other fields, they can be immediately integrated out, giving
just an overall factor. The real bosonic fields U and V can be integrated out next, leading to:
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we now also integrate over the gluon field Aµ. The quadratic part of the action containing Aµ is
Z
[DA]e-

1
2

R
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(35)

As a result, the effective potential will be2
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2
We have tacitly removed the global volume factor everywhere.
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where � is the quantum action defined by

e-� =

Z
[d�]e-S (10)

with [d�] the Haar measure of integration over all the quantum fields present in the action.

Finally, the term S"

S" =

Z
ddx "a @µ(A

h)aµ (11)

implements, through the Lagrange multiplier ", the transversality of the composite operator (Ah)aµ, namely @µ(Ah)aµ =
0.

The action S in eq. (7a) enjoys an exact BRST invariance, sS = 0 and s2 = 0, expressed by [36, 37, 43–45]

sAa
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sca =
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µ = 0 ,
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s"a = 0 , s(Ah)aµ = 0 ,

shij = -igca(Ta)ikhkj .

(12)

Notice that the gap equation (8) is a BRST-invariant condition. The multiplicative renormalizability of this construc-
tion was proven, to all orders, in [99, 100].

III. REFINED GRIBOV–ZWANZIGER ACTION

In [7], it was noticed that the GZ formalism in Landau gauge is plagued by non-perturbative dynamical instabilities,
leading to the formation of d = 2 condensates like hAa

µA
a
µi and h'̄ab

µ 'ab
µ - !̄ab

µ !ab
µ i, which are energetically favored

[7, 8, 18]. Later, similar features were noticed in the Maximal Abelian gauge GZ formulation [49, 101]. This led to
the Refined Gribov–Zwanziger formalism, which explicitly takes into account the effects of these condensates.

In this paper, we will work out in detail the dynamical RGZ formalism in linear covariant gauges. In order to do
so, we will couple the BRST-invariant operators Ah,a

µ Ah,a
µ and '̄ab

µ 'ab
µ to the GZ action via the local composite

operator (LCO) formalism. As a final result, the Refined Gribov–Zwanziger (RGZ) action (27) will be obtained. With
this RGZ action, the dominant IR ghost behavior is 1/p2, while the gluon propagator, at tree-level but in the new
improved vacuum, is given by

⌦
Aa

µ(p)A
b
⌫(-p)

↵
=

p2 +M2

p4 + (M2 +m2)p2 +M2m2 + �4
Pµ⌫(p)�

ab +
↵g

p2
Lµ⌫�

ab , (13)

where

Pµ⌫(p) = �µ⌫ -
pµp⌫

p2
, Lµ⌫ =

pµp⌫

p2
, (14)

are the transversal and longitudinal projectors, �4 = 2g2N�4, and M2 and m2 are the mass scales linked to the
condensates h'̄ab

µ 'ab
µ i and hAh,a

µ Ah,a
µ i, respectively (see later). It can be shown, [43], that the longitudinal form

factor remains bare, as is usual in the linear covariant gauge. This fact is also confirmed non-perturbatively using
lattice simulations [69, 75] and is consistent with the findings in [35, 39] as well.

For later usage, we remind here that, using the Nielsen identities, it can be shown that the poles of the gluon
propagator are gauge parameter and renormalization scale independent order per order, even in the GZ case. See the
detailed discussion in [45]. Evidently, BRST invariance is crucial here as this underlies the Nielsen identities. We will
later on use this knowledge.
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this RGZ action, the dominant IR ghost behavior is 1/p2, while the gluon propagator, at tree-level but in the new
improved vacuum, is given by

⌦
Aa

µ(p)A
b
⌫(-p)

↵
=

p2 +M2

p4 + (M2 +m2)p2 +M2m2 + �4
Pµ⌫(p)�

ab +
↵g

p2
Lµ⌫�

ab , (13)

where

Pµ⌫(p) = �µ⌫ -
pµp⌫

p2
, Lµ⌫ =

pµp⌫

p2
, (14)

are the transversal and longitudinal projectors, �4 = 2g2N�4, and M2 and m2 are the mass scales linked to the
condensates h'̄ab

µ 'ab
µ i and hAh,a

µ Ah,a
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factor remains bare, as is usual in the linear covariant gauge. This fact is also confirmed non-perturbatively using
lattice simulations [69, 75] and is consistent with the findings in [35, 39] as well.

For later usage, we remind here that, using the Nielsen identities, it can be shown that the poles of the gluon
propagator are gauge parameter and renormalization scale independent order per order, even in the GZ case. See the
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• After introducing the HS identities, current terms are now linear:
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One-loop effective potential

• The one-loop effective potential will only involve the quadratic terms in the fluctuations 
around the condensates.  A standard calculation (Tr log of quadratic operators) gives the 
final analytic result (MSbar scheme):

9

The traces appearing in this expression are computed in the Appendix, see (A9). Also defining �4 ⌘ 2Ng2�4, the
one-loop renormalized effective potential of the Gribov–Zwanziger theory, refined with the condensates

⌦
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µA
a
µ

↵
and⌦

'̄ab
µ 'ab

µ

↵
, reads:
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35Ng2

M4

2
+

(N2 - 1)2

8⇡2
M4

✓
-1+ ln

M2

µ̄2

◆

+
3(N2 - 1)

64⇡2

✓
-
5

6
(m4 - 2�4) +

m4 +M4 - 2�4

2
ln

m2M2 + �4

µ̄4

-(m2 +M2)
q
4�4 - (m2 -M2)2 arctan

p
4�4 - (m2 -M2)2

m2 +M2
-M4 ln
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. (37)

In (37), m2 and M2 are proportional to the vacuum expectation values h�1i and h� 0
2i of the auxiliary fields �1

and � 0
2 introduced through the Hubbard–Stratonovich transformations (24), which may appear unphysical. However,

acting with �
�⌧

��
⌧=Q=0

and �
�Q

���
⌧=Q=0

on (18) and (27) respectively, we get:

1

2
Z⌧ZA
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a
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↵
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p
⇣µ-✏/2 h�1i , (38a)

ZQZ'

⌦
'̄ac

µ 'ac
µ

↵
= -

p
-2↵µ-✏/2 h� 0

2i . (38b)

The condensates h�1i and h� 0
2i, and so the mass scales m2 and M2 entering in � , are thus directly related to the more

intuitive BRST invariant condensates
⌦
Aa

µA
a
µ

↵
Landau

⌘
⌦
Ah

µA
h
µ

↵
and

⌦
'̄ac

µ 'ac
µ

↵
we were originally interested in, of

which the LHS of (38) are the properly renormalized versions.

As expected, the condensation of the LCOs Aa
µA

a
µ and '̄ac

µ 'ac
µ modifies the energy density � of the theory. The

three first terms in the first line form the classical part of the potential while the rest of � , proportional to g2 when
we consider the g-dependence of m2, M2 and �4, is the one-loop quantum correction.

VI. GAP EQUATION AND MINIMIZATION

We now proceed to find the physical state of the vacuum. We need to solve the gap equation (9) while simultaneously
minimizing with respect to m2 and M2.

The minus sign in front of M4 in the second classical term3 obviously makes the classical potential unbounded
from below and thus, unphysical. Our hope at this point was that the first order quantum correction could “turn” the
potential, making it bounded from below — and possessing one or several minima — and thus physically meaningful
at the quantum level. If it is the case, this would mean that this effective potential (37) would have the remarkable
property of being a pure quantum object, having no physical classical limit when  h ! 0.

A very qualitative asymptotic study gives � ⇠ M4 lnM2 for M2 ! +1 — that is, the one-loop correction overtakes
the classical term -M4, as we hoped. Notice that this is qualitative at best, since taking field expectation values
to infinity entails the presence of divergent logarithmic terms, making the efficacy of the perturbative computation
of the effective action again questionable. This issue is always present and has a priori nothing to do with the sign
of the classical term. A full-fledged renormalization group improvement of the effective action goes far beyond the
scope of the current paper, in particular since we are dealing with a multiscale problem. How to best deal with large
expectation values in such cases is yet unsettled, see e.g. [108–111] for possible strategies, both old and new ones.

3
This is related to the sign of ↵0, which is ultimately dictated by the sign choice in the unity (24b) we used.

To determine the condensates, one needs to:

1. compute the Gribov parameter lambda through the gap equation:


2. minimize the effective potential as a function of the condensates

10

A. Strategy to search for solutions

To find the vacuum state of the theory, we need to solve the following gap equations:

@�

@M2
= 0 ,

@�

@m2
= 0 ,

@�

@�4
= 0 . (39)

As it is not possible to solve this very nonlinear system of equations by hand, we need to work numerically. In
this case, it is necessary to make a choice for the renormalization scale µ̄ and the coupling g before it is possible
to start hunting for solutions. These choices are subject to several conditions: as we are working in a semiclassical
approximation, we should choose g to be sufficiently small that we can trust the perturbative approximation. The
renormalization group then requires that µ̄ be sufficiently large, for we have (at one loop in the MS scheme)

Ng2

16⇡2
=

1
11
3 ln µ̄2

⇤2
MS

. (40)

Furthermore, the scale µ̄2 should be somehow “close” to the scales that appear in the logarithms (combinations
of m2, M2, and �2), lest the logarithms appearing in higher-order corrections be too big to warrant a first-order
approximation. In addition, the solution should be stable under variation of m2 and M2, as these will take the value
that minimizes the action.4 Finally, the existence of a nonzero solution for � is also a requirement, as otherwise the
horizon condition would not be imposed, and the formalism would be again plagued by Gribov copies .

To investigate this last requirement, let us write down the gap equation for the Gribov parameter �, and use the
renormalization group equation (40) to eliminate the coupling g in favor of µ̄ and ⇤MS:

x arccot x =
5

6
-

1

2
ln

t

µ̄4
+

44

9
ln

⇤2
MS

µ̄2
, (41)

where we used the shorthands

x =
m2 +M2

p
4�4 - (m2 -M2)2

, t = m2M2 + �4 . (42)

In this equation (41), there is still one choice we have to make: the value of µ̄. To simplify the computation, we will
follow a backward approach: we will choose a value5 for x arccot x, which determines x and thus � as a function of
the as yet undetermined m2 and M2. Next, we solve (still by hand) the gap equation (41) for µ̄ as a function of m2

and M2. Putting these solutions into the gap equations for m2 and M2, we can solve numerically for these two mass
parameters. Plugging the solution back into the expressions we found for � and µ̄, we can determine the numerical
values for these parameters as well.

Once a numerical solution has been found, we have to inspect its characteristics to see whether the solution is
acceptable. In the MS scheme for N = 3, it turns out that the effective coupling Ng2/16⇡2 is quite large for any value
of x arccot x we may choose in (41). The lowest value we obtained was Ng2/16⇡2 = 1.7. Other choices yielded either
higher values of the coupling constant, or nonsensical negative g2 values, or a saddlepoint when varying m2 and M2.

As the difficulty to find satisfactory solutions may be due to MS not being the most convenient subtraction scheme,
we investigated other schemes. A scheme which is often used is the momentum subtraction (MOM) scheme, as it can
also be easily implemented on a lattice. The relationship between this scheme and MS is computed in detail in [112].
In our case, it turns out the first term in (37) is to be replaced by

-
2(N2 - 1)

Ng2
�4

✓
1-

✓
3

8
-

5.233

N

◆
Ng2

16⇡2

◆
. (43)

Applying the procedure outlined above for MS still did not yield any satisfactory solutions, though.

4
The value of �2

only needs to extremize the action, and indeed will normally maximize it. Although the latter might sound counterin-

tuitive, it is actually a good sign. Indeed, we recall here that the original parameter �2
is the critical point coming from a saddle point

evaluation [80, 98], so it better be corresponding to a maximum. The other parameters m2
and M2

, however, need to be such that

they minimize the action, for fixed �2
. This means we need to verify, at the end, with the Hessian determinant criterion, that we have

effectively found a minimum solution of the last 2 gap equations (39).

5
This value can be any positive real number. If we choose a value larger than one, x will be purely imaginary and 4�4 < (m2 -M2)2.
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Numerics: minimizing the one-loop effective potential of GZ

• The coupling constant and the renormalization scale (related by the RGE) must also be 
chosen in order to guarantee:  
 
(i) a valid perturbative approx. (above the nonperturbative background); 
(ii) valid solutions of the multi-dimensional extremization problem… NOT EASY…

• We were only able to find solutions meeting these criteria by considering a generic 
renormalization scheme, changing the first term in the effective potential to:

11

B. General subtraction scheme and lattice input

In order to overcome these issues, we will “optimize” our one-loop effective action by considering it in a generic
scheme. As is argued in [4], we actually only need to parameterize two renormalization factors to change from the
MS scheme to a general scheme since there are only two independent Z-factors in Landau gauge. In our case, it
turns out to be most useful to consider Zg and Z�2 as the independent Z-factors, and adapt the other Z-factors
accordingly. We also take into account that the LCO parameters always appear in combinations like Z⇣⇣, the latter
being renormalization group invariants themselves, see also the comments in [104]. As a result, again only the first
term in (37) is modified, becoming

-
2(N2 - 1)

Ng2
�4

✓
1-

✓
3

8
- b0

◆
Ng2

16⇡2

◆
. (44)

where b0 is a free parameter linked to the renormalization of the Gribov parameter �2, i.e. to the finite part in the
infinite renormalization factor Z�2 . The other freedom of scheme, lingering in the coupling constant renormalization,
is yet invisible at one-loop order. As such, we can keep using the MS coupling.

With this general subtraction scheme, we again apply the steps outlined in the previous subsection to solve numer-
ically for the effective mass scales m2 and M2 and the Gribov parameter �2, now as functions of the parameter b0 in
addition to the renormalization scale µ̄. Choosing the value of b0 appropriately now does yield acceptable solutions.
Now, however, we have too much freedom, and we need some extra criterion to fix b0 again.

Applying the principle of minimal sensitivity [113] did not give anything useful: there was no optimal parameter
choice. As such, we propose a different approach. The ultimate goal of this research program is to investigate what
happens with the Gribov–Zwanziger theory at finite temperature, to investigate the response of the Green functions
and their feedback on the deconfinement transition, if any, which can be investigated by including an appropriate
temporal background [114–117], which allows to access the vacuum expectation value of the Polyakov loop. An
important first step in this direction is to pinpoint a desirable T = 0 vacuum state to start from. As such, we will
benefit from lattice studies, of both SU(2) and SU(3) gauge theories, that have investigated how well a propagator of
the Gribov type can describe the lattice gluon propagator, see [70, 77]. We will, however, not directly match our mass
scales to the corresponding ones on the lattice, as this is a renormalization scheme and scale dependent operation.
Instead we should use renormalization group invariant mass scales, which will be scale and scheme independent.

In the (R)GZ setting, there are two natural candidates, namely the set of complex conjugate poles of the gluon
propagator (13). Next to being scale and scheme independent as pole masses6, these quantities are even gauge
parameter independent, thanks to the underlying BRST invariance, encoded in Nielsen identities [118, 119]. Practically
speaking, we determine the complex conjugate poles of our propagator (13) using the input of the one-loop effective
potential, which depends on the 2 parameters b0 and µ̄, and we determine the latter two values by matching our
estimate of these gluon poles with those as estimated from the lattice data, [77] for N = 3 and [70] for N = 2.

Let us first discuss the N = 3 case. From the data given at the bottom of page 358 of ref. [77] , righthand numbers,
we can read off the denominator of the gluon propagator as p4 + 0.522 GeV2p2 + 0.2845 GeV4, from which the poles
of the gluon propagator (which are our x±, see (A7)) are

- p2

����
pole

= (0.26± i0.47)GeV2 = (5.2± i9.3)⇤2
MS , (45)

where we used that ⇤MS = 0.224 GeV in N = 3 pure Yang–Mills [65, 120]. A careful numerical analysis, following the
above methodology, yields that for

x arccot x = 0.82 , b0 = -3.42 (46)

the equations allow for a solution with the gluon propagator pole at the right spot. In this solution we have

g2N

16⇡2
= 0.40 , µ̄ = 1.41 ⇤MS = 0.31 GeV ,

� = -24 ⇤4
MS = -0.059 GeV4 , �4 = 28 ⇤4

MS = 0.071 GeV4 ,

m2 = 2.6 ⇤2
MS = 0.13 GeV2 , M2 = 7.8 ⇤2

MS = 0.39 GeV2 .

(47)

6
The generalization of the standard lore that a pole mass has these properties has been extended to the (R)GZ theory as well, see [45].

• Now we have acceptable solutions, but the parameter b0 is NOT self-consistently 
determined.  Applying the Principle of Minimal Sensitivity also does not work…

• A robust result is the instability of the zero-condensate case, meaning that GZ (scaling 
solution) is not even an acceptable phase of the theory [d=4].

[Dudal, Felix, LFP, Rondeau, Vercauteren, EPJC (2019)]
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Numerics: minimizing the one-loop effective potential of GZ

• We were able to show that for both SU(3) and SU(2) the renormalization scheme (i.e. 
b0) can be chosen to give proper minima of the effective potential describing the 
available lattice data:
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benefit from lattice studies, of both SU(2) and SU(3) gauge theories, that have investigated how well a propagator of
the Gribov type can describe the lattice gluon propagator, see [70, 77]. We will, however, not directly match our mass
scales to the corresponding ones on the lattice, as this is a renormalization scheme and scale dependent operation.
Instead we should use renormalization group invariant mass scales, which will be scale and scheme independent.

In the (R)GZ setting, there are two natural candidates, namely the set of complex conjugate poles of the gluon
propagator (13). Next to being scale and scheme independent as pole masses6, these quantities are even gauge
parameter independent, thanks to the underlying BRST invariance, encoded in Nielsen identities [118, 119]. Practically
speaking, we determine the complex conjugate poles of our propagator (13) using the input of the one-loop effective
potential, which depends on the 2 parameters b0 and µ̄, and we determine the latter two values by matching our
estimate of these gluon poles with those as estimated from the lattice data, [77] for N = 3 and [70] for N = 2.

Let us first discuss the N = 3 case. From the data given at the bottom of page 358 of ref. [77] , righthand numbers,
we can read off the denominator of the gluon propagator as p4 + 0.522 GeV2p2 + 0.2845 GeV4, from which the poles
of the gluon propagator (which are our x±, see (A7)) are

- p2

����
pole

= (0.26± i0.47)GeV2 = (5.2± i9.3)⇤2
MS , (45)

where we used that ⇤MS = 0.224 GeV in N = 3 pure Yang–Mills [65, 120]. A careful numerical analysis, following the
above methodology, yields that for

x arccot x = 0.82 , b0 = -3.42 (46)

the equations allow for a solution with the gluon propagator pole at the right spot. In this solution we have

g2N

16⇡2
= 0.40 , µ̄ = 1.41 ⇤MS = 0.31 GeV ,

� = -24 ⇤4
MS = -0.059 GeV4 , �4 = 28 ⇤4

MS = 0.071 GeV4 ,

m2 = 2.6 ⇤2
MS = 0.13 GeV2 , M2 = 7.8 ⇤2

MS = 0.39 GeV2 .

(47)

6
The generalization of the standard lore that a pole mass has these properties has been extended to the (R)GZ theory as well, see [45].
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For SU(2), we can be more brief. We use the results of [70]. In Table IV of this paper, the poles of the propagator
are given as

- p2

����
pole

= (0.29± i0.66)GeV2 = (2.6± i6.0)⇤2
MS , (50)

where we used that ⇤MS = 0.331 GeV in N = 2 pure Yang–Mills [120, 121]. We found that for

x arccot x = 0.74 , b0 = -1.6 (51)

the equations yielded a solution with the gluon propagator pole at the right spot. In this solution we have

g2N

16⇡2
= 1.24 , µ̄ = 1.12 ⇤MS = 0.37 GeV ,

� = -0.38 ⇤4
MS = -0.0046 GeV4 , �4 = 9.1 ⇤4

MS = 0.109 GeV4 ,

m2 = 2.3 ⇤2
MS = 0.25 GeV2 , M2 = 2.9 ⇤2

MS = 0.32 GeV2 .

(52)

It turns out that the effective coupling constant is again a bit too high to really trust the SU(2) results; we notice
that the SU(2) and SU(3) results are in the same ballpark, related to the fact of course the input pole masses were
rather similar.

Conclusion

In this paper, we considered the recently introduced Gribov–Zwanziger action that implements the restriction of
the gauge degrees of path integration to a smaller subregion in a way consistent with the linear covariant gauge
condition while also removing a large set of Gribov (gauge) copies. We have explicitly constructed the one-loop
effective potential for two d = 2 condensates, related to BRST invariant operators. The latter property allows to
carry out their computation (as well as that of the effective potential) in a specific gauge. We opted for Landau gauge,
in which case the computation simplifies most. As the considered operators are local but composite, care is needed
in how to construct the effective potential, related to renormalization (group) issues. We relied on the LCO (local
composite operator) formalism of [18, 90, 92], which resolved all possible issues.

We computed the one-loop potential in a generic massless renormalization scheme, but were unable to pinpoint an
optimal scheme, in the sense of minimal sensitivity. We therefore used lattice estimates for the set of complex conjugate
poles of the gluon propagator, which are known to be renormalization group invariants. We then selected the (unique
at the considered order) scheme in which the computed (tree level) complex conjugate poles match those lattice values.
As such, we have identified a specific renormalization scheme to treat the divergences at zero temperature (the case
considered here), upon which we can build in future work to discuss the interplay of condensates and Gribov gap
equation with the temperature, with as ultimate goal to find out whether the GZ quantization can capture some
essentials of the QCD thermodynamics and phase transitions, thereby putting on firmer footing preceding studies like
[122–127].

The main result of this paper is the first explicit verification, albeit at one-loop order, that GZ dynamically
transforms itself into RGZ thanks to the formation of nonperturbative d = 2 mass scales, whilst respecting gauge
and renormalization group invariance. At the level of the propagators in a generic linear covariant gauge, our results
are at least qualitatively consistent with lattice or other functional methods output. This extends to vertices in the
Landau gauge, for which many more results are available, see [50] and references therein.
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respective quadratic terms in the action (27), that is:
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ā-

f̄b̄

ē
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where the last equalities follow from ↵ = ↵0

g2 = -24(N2-1)2

35Ng2 and ⇣ = ⇣0

g2 = 9(N2-1)
13Ng2 [18].

Assuming the fields �1 and � 0
2 develop nonzero vacuum expectation values, we can compute these by means of

Jackiw’s background field method [107]. We replace these fields by a classical vacuum expectation value and a
fluctuating quantum part, � ! h�i + �, ignore terms linear in the fields as these drop out when working around
extrema, and we integrate out all the fluctuations. With this decomposition of the (auxiliary) fields, the quadratic
part of the action (including only those Z-factors that are necessary for a one-loop computation) becomes
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this quadratic part can be rewritten as
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Since the ghost fields c, c̄, !, !̄ appear uncoupled to other fields, they can be immediately integrated out, giving
just an overall factor. The real bosonic fields U and V can be integrated out next, leading to:

Z
[DU,V]e-

R
ddx[-Vab

µ Pµ⌫Vab
⌫ -Uab

µ Pµ⌫Uab
⌫ -2g�2fabcAa

µUbc
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, (34)

we now also integrate over the gluon field Aµ. The quadratic part of the action containing Aµ is
Z
[DA]e-

1
2

R
ddxAa

µRµ⌫Aa
⌫ =

1p
det(Rµ⌫�ab)

(35)

As a result, the effective potential will be2

� = -Z2
�2d(N2 - 1)�4 +

9(N2 - 1)

13Ng2

m4

2Z⇣
-

48(N2 - 1)2

35Ng2

M4

2Z↵
+ (N2 - 1)2 Tr lnPµ⌫ +

N2 - 1

2
Tr lnRµ⌫ . (36)

2
We have tacitly removed the global volume factor everywhere.
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we now also integrate over the gluon field Aµ. The quadratic part of the action containing Aµ is
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ē

◆
h�1i-

f̄

Z↵
h� 0

2i
◆����

leading

=
1p
⇣

����
leading

h�1i =

s
13Ng2

9(N2 - 1)
h�1i (29a)

M2 ⌘
✓
b̄d̄

ē
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Since the ghost fields c, c̄, !, !̄ appear uncoupled to other fields, they can be immediately integrated out, giving
just an overall factor. The real bosonic fields U and V can be integrated out next, leading to:
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we now also integrate over the gluon field Aµ. The quadratic part of the action containing Aµ is
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We have tacitly removed the global volume factor everywhere.

b0

Effective Potential Plots [SU(3)]:

Unstable GZ
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LCO parameter

32

J2 is always needed in the counterterm, and the starting action needs to display a term3 zJ2. The novel
parameter z, called the LCO parameter, is needed to absorb the divergences in J2, i.e. dzJ2. With the
inclusion of the term zJ2, the functional W (J) obeys the following homogeneous RGE

✓
µ

∂
∂µ

+b(g2)
∂

∂g2 � gJ(g2)
Z

d4xJ
d
dJ

+h(g2,z) ∂
∂z

◆
W (J) = 0 , (21)

with h(g2,z) the running of z,

µ
∂
∂µ

z = h(g2,z) . (22)

Notice that it is necessary to include the running of z at this point.

Now the question is, how can we determine this seemingly arbitrary parameter z? This is possible
by employing the renormalization group equations. We can write

z0J2
0 = µ�e(zJ2 +dzJ2) , (23)

whereby the second term of the r.h.s. represents the counterterm. As the l.h.s. is independent from µ, we
can derive both sides w.r.t. µ to find:

�e(z+dz)+
✓

µ
∂

∂µ
z+µ

∂
∂µ

(dz)
◆
�2gJ(g2)(z+dz) = 0 , (24)

whereby gJ(g2) is the anomalous dimension of J. As we can consider z to be a function of g2, and by
evoking the b function,

b(g2) = µ
∂

∂µ
g2 (25)

the equation (24) becomes,

b(g2)
∂

∂g2 z(g2) = 2gJ(g2)z+ f (g2) . (26)

with f (g2) = edz�b(g2) ∂
∂g2 (dz)+2gG(g2)dz. The general solution of this differential equation reads

z(g2) = zp(g2)+aexp

 
2
Z g2

1

gJ(z)
b(z)

dz

!
, (27)

with zp(g2) a particular solution of (26). A possible particular solution is given by

zp(g2) =
c0
g2 + c1~+ c2g2~2 + . . . . (28)

whereby we have temporarily introduced the dependence on ~. Notice therefore that the n-loop result
for z(p2) will require the (n+ 1) loop results of b(g2), gJ(g2) and f (g2). As we would like z to be
multiplicatively renormalizable, we set a = 0. In this case we have that

z(g2)+dz(g2) = z0 = Zzz(g2) , (29)

and we have removed the independent parameter a. Also, now that z is a function of g2, the RGE (21)
becomes ✓

µ
∂

∂µ
+b(g2)

∂
∂g2 � gJ(g2)

Z
d4xJ

d
dJ

◆
W (J) = 0 , (30)

as deriving w.r.t. z is now incorporated in deriving w.r.t. g2.

After determining the LCO parameter z, the next step is to calculate the effective action by doing a
Legendre transformation. However, it shall be easier to perform a Hubbard-Stratonovich transformation
on W (J), whereby we introduce an auxiliary field s describing the composite operator O. In this way,
we can get rid of the quadratic term in J2 and a clear relation with the effective action emerges, as it will
be shown later on in this section. We only need to mention that the case we are handling here is a bit
more complicated due to the mixing of the operators O1 = jiji and O2 = AµAµ, and to the mixing of the
vacuum divergences. However, the basic principles remain the same.

3For an example, see the action (18), where the term � 1
2 zt2 �aQQ�cQt is needed in the starting action. The sources Q and t

are coupled to the LCO operators O1 = jiji and O2 = AµAµ. Note that here, also a mixing term cQt accounting for the divergences
in limx!y hO1(x)O2(y)i is present.

7
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Summary
Introduction
Applications

Perturbative quantization
Non-perturbative domain

How to quantize the Yang-Mills theory?

Yang-Mills theory

SYM =
1

4

�
dxF a

µ⇥F
a
µ⇥ ,

F a
µ⇥ = ⇥µA

a
⇥ � ⇥⇥A

a
µ + gfabcAb

µA
c
⇥

It is not known how to formulate a quantum theory for this system.
�

DAe�SY M

Gauge redundancy must be fixed to properly define the path integral.

Aµ ⇥ UAµU
† � U⇥µU

†

We only know how to do it perturbatively.

Marcelo Santos Guimarães (DFT-IF/UERJ) 4 / 38

Quantizing Yang-Mills theory 

34

The quantum theory may be formulated in a path-integral approach:

Gauge reduncancy must be properly fixed to work with these dofs:

We only know how to do it perturbatively!
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Quantizing Yang-Mills theory perturbatively

35

Summary
Introduction
Applications

Perturbative quantization
Non-perturbative domain

Faddeev-Popov procedure

The procedure amounts to disentangle the gauge redundancy from the
integral measure

⇥
DAe�SY M �

⇥
D�

⇥
DA ⇥[G(A)] detMe�SY M

supposing we can write
⇥

D� ⇥[G(A)] detM = 1

with the Faddeev-Popov operator

Mab(A) =
⇥Ga[A(g)]

⇥�b

����
�=0

Marcelo Santos Guimarães (DFT-IF/UERJ) 5 / 38

Faddeev-Popov procedure:
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Quantizing Yang-Mills theories: the Gribov approach

• Gribov proposed a way to eliminate (infinitesimal) Gribov copies from the integration 
measure over gauge fields: the restriction to the (first) Gribov region Ω

36

� =
�
Aa

µ ; �Aa = 0,Mab > 0
 

Z
[DA]�(⇥A) det(M)e�SYM

Z

⌦
[DA]�(⇥A) det(M)e�SYM

�µAµ = 0

A = 0

with

(Faddeev-Popov operator)

Mab = �⇥µ
�
�ab⇥µ + fabcAc

µ

�
= �⇥µD

a
µ

SYM =
1

4

Z

x
F 2

• The FP operator is related to the 
ghost 2-point funtion:

positivity of      No-pole condition 
for the ghost prop.

Mab

Gab(k;A) = �k|cac̄b|k⇥ = �k|
�
Mab

��1 |k⇥

[Gribov (1978)]
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Gribov parameter in the UV

• The one-loop solution of the gap equation in the GZ theory gives:

37

2Ng2�4 = �̃4 = µ4e
5
3�

128�2

3Ng2

• Using the definition of the MSbar YM scale Λ (RG-invariant scale):

�̃4

�
= e5/12


�

µ

� ab0�
2N ab0�

2N
⇠ 3.9

5 10 15 20
0.000
0.002
0.004
0.006
0.008
0.010
0.012

mêL

gêL

� = 300MeV

�̃(µ = 5GeV) ⇠ 0.008MeV

�̃(µ = 1GeV) ⇠ 4MeV
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A checklist for RGZ 

38

✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD at high energies 


✓  gluon confinement: confining propagator (no physical propagation; 
violation of reflection positivity) 


✓  consistent with lattice IR results ?

 
 
 
 
 
 

 0.1

 1

 0  0.5  1  1.5  2  2.5  3  3.5  4

D
(p

2
)

p

From A. Cucchieri et al., PRD 85 (2012) 094513 

Gluon 
propagator

GeV

[Cucchieri et al, PRD(2012)] hAa
µA

b
�ip = �ab

✓
�µ� � pµp�

p2

◆
D(p2)

Dfit(p
2) = C

p2 + s

p4 + u2 p2 + t2

DRGZ(p
2) =

p2 +M2

p4 + (M2 +m2)p2 + 2g2N�4

C = 0.56(0.01) , u = 0.53(0.04)GeV ,

t = 0.62(0.01)GeV2 , u = 2.6(0.2)GeV2

✓  consistent with lattice IR results


m2
± = (0.352± 0.522i)GeV2poles:

Gluon 
Propagator
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A checklist for RGZ 

39

✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD at high energies 


✓  gluon confinement: confining propagator (no physical propagation; 
violation of reflection positivity) 


✓  consistent with lattice IR results


✓  physical spectrum of bound states ??
Glueball masses are obtained by computing two-point correlation functions of composite 
operators with the appropriate quantum numbers and casting them in the form of a Källén-
Lehmann spectral representation.

Summary
Introduction
Applications

BRST breaking and matter confinement
Physical spectrum
Gribov and Susy
Phases of gauge theories

Glueballs

Comparison of our results with other methods
JPC confining gluon propagator
0++ 2.27
2++ 2.34
0�+ 2.51
2�+ 2.64

JPC Lattice Flux tube model Hamiltonian QCD ADS/CFT
0++ 1.71 1.68 1.98 1.21
2++ 2.39 2.69 2.42 2.18
0�+ 2.56 2.57 2.22 3.05
2�+ 3.04 – – –

D. Dudal, M. S. Guimaraes and S. P. Sorella, Phys. Lett. B 732, 247 (2014) [arXiv:1310.2016 [hep-ph]].

D. Dudal, M. S. Guimaraes, S. P. Sorella, Phys. Rev. Lett. 106, 062003 (2011).
-Lattice: (1) Y. Chen et al. PRD 73, 014516 (2006)
-Flux tube model: M. Iwasaki et al. PRD 68, 074007 (2003).
-Hamiltonian QCD: A. P. Szczepaniak and E. S. Swanson, PLB 577, 61 (2003).
-AdS/CFT: K. Ghoroku, K. Kubo, T. Taminato and F. Toyoda, arXiv:1111.7032.

-More information in the review: V. Mathieu, N. Kochelev, V. Vento, Int. J. Mod. Phys. E18, 1-49 (2009).
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[Dudal,Guimaraes,Sorella, PRL(2011), PLB(2014)]

RGZ: Correct hierarchy of masses

-AdS/CFT: H. Boschi-Filho, N. R. F. Braga JHEP 0305, 009 (2003)



Letícia F. Palhares (XIV LASNPA @ Mexico City, Jun/2024)

RGZ action and soft breaking of BRST symmetry

• The Faddeev-Popov action in the Landau gauge 
 
 
 

40

is invariant under BRST transformations:

SYM =

Z

x

✓
1

4
F 2 + ba�Aa + c̄a(�µDµ)

abcb
◆

sAa
µ = �Dab

µ cb sca =
g

2
fabccbcc sc̄a = ba sba = 0

• The restriction to the Gribov region breaks this BRST symmetry: 
 
the horizon term is not invariant


SGZ = SYM + �4
H

sSGZ = �2�

� =

Z

x

⇥
�gfabc(Dam

µ cm)(⇥bc
µ + ⇥̄bc

µ ) + gfabcAa
µ�

bc
µ

⇤

• The breaking terms have dimension less than D=4,  
 
so that they correspond to SOFT terms.

• The softness is crucial for keeping the UV intact.  
 
Perturbative results recovered at high energies!

• Can be understood as a non-perturbative BRST symmetry, 
that controls gauge-par. dependence and the extension to 
other gauges [Capri et al, (2015,2016)]



Letícia F. Palhares (XIV LASNPA @ Mexico City, Jun/2024)

The Faddeev-Popov operator and BRST breaking 

41

• The restriction to the Gribov region is a constraint on a quantum operator: 

➠ should naturally affect all correlation functions built with it...

Mab � 0

hR̃R̃i ⇠ 1/k4 R �
Z

AM�1
Z
[Dµ]e�S IR7!

Z
[Dµ]�e

�S

... including the ones with matter fields:

⇥M�1M�1⇤ � 1/k4{ . . .

Can in principle be checked on the lattice!

�R̃F R̃F ⇥

F I = (⇥i,�a)

RF = g

Z

z
(M�1)ab(x, z)(T b)IJF J(z)

How to construct an IR effective gauge-matter action that can account 
for these correlations?
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Violation of positivity
Positivity violation of the quark propagator 

Osterwalder-Schrader axiom of reflection positivity Z
d4xd4yf†(�x0, �x)�(x� y)f(y0, �y) � 0

where f is a test function with support for positive times. 
Making a Fourier transformation, one gets the condition 

Z
dtdt�d4yf†(t�, �p)�((t� � t), �p)f(t, �p) � 0 8�p

If  !(t’-t, p) is negative within any domain, it is easy to find a 
test function which will pinpoint this negative region, thus 
violating the O-S positivity.  In practice, one looks at p=0

�(t) =
Z

dp eitp�̃(p2 = p2
4)
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Confined quarks: violation of positivity

For the quark propagator, we have two form factors:  

S(p) = �i�µpµ ⇥v(p2) + ⇥s(p2)

�v(t) =
Z

dp eipt�v(p2)

We need to study two functions: 

�v(t) =
Z

dp eipt�s(p2)

In the fermionic case the O-S positivity implies that 

�v(t) � 0 � �t�v(t) � �s(t)

In our case, we have 

�v(p2) =
1

p2 +A2(p2)
�s(p2) =

A(p2)
p2 +A2(p2)

We have found a clear violation of the O-S positivity  

46 48 50 52 54
�3.⇤ 10�10
�2.⇤ 10�10
�1.⇤ 10�10

0
1.⇤ 10�10
2.⇤ 10�10
3.⇤ 10�10
4.⇤ 10�10

t �GeV�1⇥

⇥
v�t⇥�G

eV
�
1 ⇥

40 45 50 55 60�1.⇤ 10�10

�5.⇤ 10�11

0

5.⇤ 10�11

t �GeV�1⇥

�
⌅ t
⇥
v�t⇥�⇥

s�t⇥

[Dudal,Guimaraes,LFP,Sorella, Annals Phys. 365 (2016) 155]
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From confined quarks to a meson...

• Estimate of the rho meson mass and decay constant:

Summary
Introduction
Applications

BRST breaking and matter confinement
Physical spectrum
Gribov and Susy
Phases of gauge theories

Results

We have also been able to obtain information about the physical
spectrum using the confined quark model.
We were able to identify not only a massless pseudoscalar (i.e. a pion)
in the chiral limit, but we also present reasonable estimates for the �
meson mass and decay constant.
In this case we employed a contact point interaction with coupling G
and a large N argument to simplify the diagrammatic spectral analysis.
We obtain for the masses
mG=5, 7.5, 10

�± ⇥ 0.84, 0.83, 0.83 GeV (mexp
�± = 775.49± 0.34 MeV)

and decay constants
fG=5, 7.5, 10
�± ⇥ 0.13, 0.10, 0.09 GeV. (fexp

�± ⇥ 0.208 GeV,
f latt
�± ⇥ 0.25 GeV)

See the details in D. Dudal, M. S. Guimaraes, L. F. Palhares and S. P. Sorella, arXiv:1303.7134 [hep-ph].
Marcelo Santos Guimarães (DFT-IF/UERJ) 29 / 38

[Dudal,Guimaraes,LFP,Sorella, Annals Phys. 365 (2016) 155]
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Thermodynamics of hot and dense confined quarks

The partition function at 𝜇 = 0

X Standard FTFT 1.0.1 free field calculation 𝑀3 = 0 [𝜔2 =  𝑝2 + 𝑚02]:

log 𝑍𝑙𝑜𝑐(𝑇, 𝜇) =2𝑁𝑐𝑁𝑓𝛽𝑉 
𝑛,  𝑝

log 𝛽2(𝜔𝑛2 + 𝜔2)

log𝑍𝑙𝑜𝑐 𝑇, 𝜇 = 2𝑁𝑐𝑁𝑓𝛽𝑉 
𝑑3𝑝
2𝜋 3
𝜔 + 2𝑇 log 1 + 𝑒−𝛽𝜔

X In our case (𝑀3 ≠ 0, still with 𝜇 = 0),

log 𝑍 𝑇, 𝜇 = 2𝑁𝑐𝑁𝑓𝛽𝑉 
𝑛,  𝑝

log 𝛽2 𝜔𝑛2 +  𝑝2 + 𝑀𝑛,  𝑝
2 (0)

where

𝑀𝑛,  𝑝 𝜇 =
𝑀3

− 𝑖𝜔𝑛2 + 𝜇 2 +  𝑝2 + 𝑚2
+𝑚0.

19

The partition function at 𝜇 = 0

X The argument of the log is

𝜔𝑛2 +  𝑝2 + 𝑀𝑛,  𝑝
2 0 = 𝜔𝑛2 +  𝑝2 +

𝑀3
𝜔𝑛2 +  𝑝2 + 𝑚2

+ 𝑚0
2

≡
𝑃3 𝜔𝑛2

𝜔𝑛2 +  𝑝2 + 𝑚2 2

X P3 𝜔𝑛2 is a polynomial of 3rd degree.

X It can be factored as

𝑃3 𝜔𝑛2 = 𝜔𝑛2 + 𝜙12 𝜔𝑛2 + 𝜙22 𝜔𝑛2 + 𝜙32

⟹ log 𝑍(𝑇, 𝜇 = 0)~ 
𝑛,  𝑝

log
𝑃3 𝜔𝑛2

𝜔𝑛2 +  𝑝2 + 𝑚2 2
∼ 
𝑛,  𝑝

 
𝑖=1

3

log (𝜔𝑛2 + 𝜙𝑖2) − 2 log 𝜔𝑛2 +  𝑝2 + 𝑚2 2

X Thus log 𝑍(𝑇, 𝜇 = 0) is a sum of four terms of the standard free field form!

20

The partition function at 𝜇 = 0

X Putting everything together,

log 𝑍 𝑇, 𝜇 = 2𝑁𝑐𝑁𝑓𝛽𝑉 
𝑛

 
𝑑3𝑝
2𝜋 3

 
𝑖=1

3

log 𝛽2(𝜔𝑛2 + 𝜙𝑖2) − 2 log[𝛽2(𝜔𝑛2 +  𝑝2 + 𝑚2)]

where −𝜙𝑖2 are the roots of the polynomial P 𝜔𝑛2 . (Explicitly calculable.)

X We choose the normalization condition

log 𝑍 0,0 = 0,

i.e., the vacuum has zero pressure.
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After the determinant in spinor space, 

The partition function at 𝜇 = 0

X Standard FTFT 1.0.1 free field calculation 𝑀3 = 0 [𝜔2 =  𝑝2 + 𝑚02]:

log 𝑍𝑙𝑜𝑐(𝑇, 𝜇) =2𝑁𝑐𝑁𝑓𝛽𝑉 
𝑛,  𝑝

log 𝛽2(𝜔𝑛2 + 𝜔2)

log𝑍𝑙𝑜𝑐 𝑇, 𝜇 = 2𝑁𝑐𝑁𝑓𝛽𝑉 
𝑑3𝑝
2𝜋 3
𝜔 + 2𝑇 log 1 + 𝑒−𝛽𝜔

X In our case (𝑀3 ≠ 0, still with 𝜇 = 0),

log 𝑍 𝑇, 𝜇 = 2𝑁𝑐𝑁𝑓𝛽𝑉 
𝑛,  𝑝

log 𝛽2 𝜔𝑛2 +  𝑝2 + 𝑀𝑛,  𝑝
2 (0)

where

𝑀𝑛,  𝑝 𝜇 =
𝑀3

− 𝑖𝜔𝑛2 + 𝜇 2 +  𝑝2 + 𝑚2
+𝑚0.
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The result is the sum of five terms of the standard free-field form:

with the Matsubara sum yielding:

 
T
X

n

log[�2(!2
n + E2)]

!

th

= 2T log[1 + exp(��E)]

[Guimaraes,Mintz,LFP, PRD92 (2015) 085029]
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Confining toy model

46

• ‘Free’ confining theory:  reproduces a propagator of the RGZ type at tree level

2.1 The free confining theory

The model we will study has its free sector defined in such a way as to display a confining propagator of the type
found in the RGZ framework [29, 30, 33] :

D(k) =
k2 +m2

k4 + k2(M2 +m2) +M2m2 + 2θ4
=

R+

k2 +M2
+
+

R−

k2 +M2
−

(2.1)

whereM andm are real masses, θ is a real massive parameter and

M2
± =

(M2 +m2)

2
±
√

(M2 −m2)2

4
− 2θ4 (2.2)

where R± = ± m2−M2
±

M2
−
−M2

+

. The right-hand side of eq.(2.1) suggests that D(k) encodes the propagation of two
quasi-modes with potentially complex conjugated poles, if (M2 −m2)2 < 8θ4. This clearly unphysical feature is
interpreted as a manifestation of confinement.

The simplest model leading to this type of propagator is of the form

S =

∫

dDx
1

2
ψ

(

−∂2 +M2 + 2
θ4

−∂2 +m2

)

ψ (2.3)

from which one easily checks that the scalar field ψ has a free propagator 〈ψ(k)ψ(−k)〉 = D(k). This model can
be rewritten in a local form through the introduction of auxiliary fields

S =

∫

dDx

(
1

2
ψ(−∂2 +M2)ψ − φ̄(−∂2 +m2)φ+ θ2ψ(φ+ φ̄) + ω̄(−∂2 +m2)ω

)

(2.4)

where (φ, φ̄) is a pair of bosonic complex conjugated fields and (ω, ω̄) is a pair of anticommuting fields.

A version of this system was studied in [40] withM = m = 0, corresponding to the original Gribov propagator.
Since this is a quadratic action it can be cast in a complete diagonal form through a change of variables (ψ,φ, φ̄) →
(V,λ, η)

S =

∫

dDx

(
1

2
λ(−∂2 +M2

+)λ+
1

2
η(−∂2 +M2

−)η −
1

2
V (−∂2 +m2)V + ω̄(−∂2 +m2)ω

)

. (2.5)

where λ, η and V are real fields, with V being the imaginary part of φ.

In order to simplify the analysis, in what follows we shall set M = m. In this case the fields U , ω̄ and ω
decouple and the action (2.5) reduces to

S =

∫

dDx

(
1

2
λ(−∂2 +m2 + i

√
2θ2)λ+

1

2
η(−∂2 +m2 − i

√
2θ2)η

)

. (2.6)

From this expression one immediately sees that the fields λ and η correspond to the propagation of unphysical
modes with complex massesm2 ± i

√
2θ2. These are the i-particles of the model, namely

〈λ(k)λ(−k)〉 =
1

k2 +m2 + i
√
2θ2

(2.7)

〈η(k)η(−k)〉 =
1

k2 +m2 − i
√
2θ2

. (2.8)

Expression (2.6) describes a theory in which the fundamental excitations are not part of the physical spectrum.
More precisely, it is not possible to analytically continue the propagators (2.8) to Minkowski space-time in order
to obtain a well defined particle interpretation for the fundamental fields λ and η. In this sense, we might say that
the model displays tree-level confinement.

Note that, even though the i-particles action (2.6) has imaginary mass terms, it is Hermitian if we observe
that λ† = η, which follows from φ† = φ̄. As the actions (2.5) and (2.3) are equivalent and the latter is clearly
Hermitian, so should the former be.
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Diagonalization of this quadratic action gives (omitting decoupled contribs.):
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The model we will study has its free sector defined in such a way as to display a confining propagator of the type
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D(k) =
k2 +m2

k4 + k2(M2 +m2) +M2m2 + 2θ4
=
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k2 +M2
+
+

R−

k2 +M2
−

(2.1)

whereM andm are real masses, θ is a real massive parameter and

M2
± =

(M2 +m2)

2
±
√

(M2 −m2)2

4
− 2θ4 (2.2)

where R± = ± m2−M2
±

M2
−
−M2

+

. The right-hand side of eq.(2.1) suggests that D(k) encodes the propagation of two
quasi-modes with potentially complex conjugated poles, if (M2 −m2)2 < 8θ4. This clearly unphysical feature is
interpreted as a manifestation of confinement.

The simplest model leading to this type of propagator is of the form

S =

∫

dDx
1

2
ψ

(

−∂2 +M2 + 2
θ4

−∂2 +m2

)

ψ (2.3)

from which one easily checks that the scalar field ψ has a free propagator 〈ψ(k)ψ(−k)〉 = D(k). This model can
be rewritten in a local form through the introduction of auxiliary fields

S =

∫

dDx

(
1

2
ψ(−∂2 +M2)ψ − φ̄(−∂2 +m2)φ+ θ2ψ(φ+ φ̄) + ω̄(−∂2 +m2)ω

)

(2.4)

where (φ, φ̄) is a pair of bosonic complex conjugated fields and (ω, ω̄) is a pair of anticommuting fields.

A version of this system was studied in [40] withM = m = 0, corresponding to the original Gribov propagator.
Since this is a quadratic action it can be cast in a complete diagonal form through a change of variables (ψ,φ, φ̄) →
(V,λ, η)

S =

∫

dDx

(
1

2
λ(−∂2 +M2

+)λ+
1

2
η(−∂2 +M2

−)η −
1

2
V (−∂2 +m2)V + ω̄(−∂2 +m2)ω

)

. (2.5)

where λ, η and V are real fields, with V being the imaginary part of φ.

In order to simplify the analysis, in what follows we shall set M = m. In this case the fields U , ω̄ and ω
decouple and the action (2.5) reduces to

S =

∫

dDx

(
1

2
λ(−∂2 +m2 + i

√
2θ2)λ+

1

2
η(−∂2 +m2 − i

√
2θ2)η

)

. (2.6)

From this expression one immediately sees that the fields λ and η correspond to the propagation of unphysical
modes with complex massesm2 ± i

√
2θ2. These are the i-particles of the model, namely

〈λ(k)λ(−k)〉 =
1

k2 +m2 + i
√
2θ2

(2.7)

〈η(k)η(−k)〉 =
1

k2 +m2 − i
√
2θ2

. (2.8)

Expression (2.6) describes a theory in which the fundamental excitations are not part of the physical spectrum.
More precisely, it is not possible to analytically continue the propagators (2.8) to Minkowski space-time in order
to obtain a well defined particle interpretation for the fundamental fields λ and η. In this sense, we might say that
the model displays tree-level confinement.

Note that, even though the i-particles action (2.6) has imaginary mass terms, it is Hermitian if we observe
that λ† = η, which follows from φ† = φ̄. As the actions (2.5) and (2.3) are equivalent and the latter is clearly
Hermitian, so should the former be.
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Why soft BRST breaking in quark sector?
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➠ The RGZ scenario is characterized by a soft BRST breaking generated by the 
restriction of the gauge path integral to the Gribov region.

Construct a soft BRST breaking model for the quark sector!

gauge fixing (Landau)

LYM =
1

4
F a
µ�F

a
µ� + iba�µA

a
µ + c̄a�µD

ab
µ cb =

1

4
F a
µ�F

a
µ� + s�GF

gauge inv.  
⇒ BRST inv.

• BRST symmetry: an extension of the gauge symmetry which remains intact even for 
gauge fixed actions. 

• Defined by a nilpotent operator    (i.e.            ).

• Path integrals in Yang-Mills theory are dictated by a BRST-invariant action:

s s2 = 0

BRST exact

• The {Refined}Gribov-Zwanziger action breaks BRST softly through the ‘horizon function’

L{R}GZ = LYM + H +
nm

2
Aa

µA
a
µ �M�ab

µ �ab
µ

o

How to extend this description to the quark sector?
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Confining propagator: light vs strange quarks
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�⇥f ⇥̄f ⇥k =
i�µkµ +Af (k2)

k2 +A2
f (k

2)
Af (k

2) =
M3

f

k2 +m2
f

+ µf

µf = 82.2MeV

✓   quark confinement! This model:

(strange)

(up, down; 
degenerate)

µf = 11.5MeV

Lattice 
fits 

1

(k2 +m2
s)

2 [k2 +A2
s]

=
R1

k2 + �1
+

�R2

k2 + �2
+

R3

k2 + �3

1

(k2 +m2
u,d)

2
h
k2 +A2

u,d

i =
R

k2 + ⇤
+

Rr + i�

k2 + ⇤r + i⇥
+

Rr � i�

k2 + ⇤r � i⇥

• Decomposing the denominators we find unphysical contributions:

u,d 11.5 MeV 870 MeV 662 MeV

s 82.2 MeV 1450 MeV 971 MeV

mff µf Mff

up, down: 

strange:

[Furui et al PRD73,074503(2006)] 
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Meson masses and soft BRST breaking
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 This model with soft BRST breaking in the quark sector:

✓   (can be cast in a) local and renormalizable action


✓   reduces to QCD at high energies


✓  quark confinement: confining propagator (no physical 
propagation; violation of reflection positivity: to be checked!) 
consistent with lattice IR results.


✓   Meson spectrum?

 
 
 
 
 
 

LIRQCD = LRGZ � ⇥ [�µDµ � µ]⇥ � 2M2
1M2 ⇥̄

✓
1

⇤2 �m2

◆
⇥
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Meson masses from a confining quark prop.
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General Strategy:

1. Write down pure composite operators              which contain information of (and 
only of) the meson state of interest: with the same quantum numbers and being conserved;

Ostate

2. Compute the associated 2-point function:

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

- using confining quark propagators with 
parameters from lattice,
- 1-loop approximation in our model;
{

X XOstate Ostate

h f1  ̄f1ik

h f2  ̄f2ik

3. Obtain the Källén-Lehmann spectral representation of                         :

using Cutkosky rules (and their generalization for complex masses);

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

[cf. also Marcelo S. Guimarães’ talk on Monday]

4. Estimate the mass of the (physical) propagating mode from the spectral function:  
              ➠ using SVZ-like Sum Rule, Padé approximants, etc.

�O†
stateOstate⇥k =

Z �

0
d⇥

�state(⇥)

⇥ + k2
+ rest
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Oa1 = (⇤2⇥µ� � ⇤µ⇤�)q̄�µ�5q

 Mesonic pure composite operators
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✓  Write down pure composite operators              which contain information of (and only 
of) the meson state of interest: with the same quantum numbers and being conserved;

Ostate

ρ meson:                                    ,  JPC=1--

a1 meson:                                    ,  JPC=1++

ϕ meson:         ,  JPC=1--(s̄s)

(ūd, d̄u, ūu, d̄d ⇡ q̄q)

(ūd, d̄u, ūu, d̄d ⇡ q̄q)

O� = q̄�µq

O� = s̄�µs

pions:                       large explicit chiral symm. breaking ⇒ NO pseudo-Goldstone bosons
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Meson masses from a confining quark prop.
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General Strategy:

✓ Write down pure composite operators              which contain information of (and 
only of) the meson state of interest: with the same quantum numbers and being conserved;

Ostate

2. Compute the associated 2-point function:

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

- using confining quark propagators with 
parameters from lattice,
- 1-loop approximation in our model;
{

X XOstate Ostate

h f1  ̄f1ik

h f2  ̄f2ik

3. Obtain the Källén-Lehmann spectral representation of                         :

using Cutkosky rules (and their generalization for complex masses);

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

[cf. also Marcelo S. Guimarães’ talk on Monday]

4. Estimate the mass of the (physical) propagating mode from the spectral function:  
              ➠ using SVZ-like Sum Rule, Padé approximants, etc.

�O†
stateOstate⇥k =

Z �

0
d⇥

�state(⇥)

⇥ + k2
+ rest
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=

Z
d4q

(2�)4
f⇢(k, q)

1h
(k � q)2

⇥
(k � q)2 +m2

⇤2
+
�
M3 + µ

⇥
(k � q)2 +m2

⇤ 2i
1h

q2
⇥
q2 +m2

⇤2
+
�
M3 + µ

⇥
q2 +m2

⇤ 2
i

 2-pt function of composite operators
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X XOstate Ostate

confining quark prop.

confining quark prop.

✓ Compute the associated 2-point function:

�⇥f ⇥̄f ⇥k =
i�µkµ +Af (k2)

k2 +A2
f (k

2)
Af (k

2) =
M3

f

k2 +m2
f

+ µf

⇥[O⇥]
†
µ[O⇥]µ⇤k =

Z
d4q

(2⇥)4

Tr
n
[i��(k� � q�) +A

�
(k � q)2

�
]�µ[i�⇤q⇤ +A(q2)]�µ

o

[(k � q)2 +A2
�
(k � q)2

�
][q2 +A2(q2)]

1h
q2
⇥
q2 +m2

⇤2
+
�
M3 + µ

⇥
q2 +m2

⇤ 2
i

 Obs.: different states ⇒ different gamma matrix structure and/or parameters (light or strange 
sector); extra projectors for a1.

 Obs2.: confining propagators: to be decomposed in 3 poles each, for using cut rules.
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=

Z
d4q

(2�)4
f⇢(k, q)

1h
(k � q)2

⇥
(k � q)2 +m2

⇤2
+
�
M3 + µ

⇥
(k � q)2 +m2

⇤ 2i
1h

q2
⇥
q2 +m2

⇤2
+
�
M3 + µ

⇥
q2 +m2

⇤ 2
i

 2-pt function of composite operators
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X XOstate Ostate

confining quark prop.

confining quark prop.

✓ Compute the associated 2-point function:

�⇥f ⇥̄f ⇥k =
i�µkµ +Af (k2)

k2 +A2
f (k

2)
Af (k

2) =
M3

f

k2 +m2
f

+ µf

⇥[O⇥]
†
µ[O⇥]µ⇤k =

Z
d4q

(2⇥)4

Tr
n
[i��(k� � q�) +A

�
(k � q)2

�
]�µ[i�⇤q⇤ +A(q2)]�µ

o

[(k � q)2 +A2
�
(k � q)2

�
][q2 +A2(q2)]

 Obs.: different states ⇒ different gamma matrix structure and/or parameters (light or strange 
sector); extra projectors for a1.

 Obs2.: confining propagators: to be decomposed in 3 poles each, for using cut rules.

⇢
R

(k � q)2 + ⇤
+

Rr + i�

(k � q)2 + ⇤r + i⇥
+

Rr � i�

(k � q)2 + ⇤r � i⇥

�

⇢
R

q2 + ⇤
+

Rr + i�

q2 + ⇤r + i⇥
+

Rr � i�

q2 + ⇤r � i⇥

�
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Meson masses from a confining quark prop.
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General Strategy:

✓ Write down pure composite operators              which contain information of (and 
only of) the meson state of interest: with the same quantum numbers and being conserved;

Ostate

✓ Compute the associated 2-point function:

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

- using confining quark propagators with 
parameters from lattice,
- 1-loop approximation in our model;

X XOstate Ostate

h f1  ̄f1ik

h f2  ̄f2ik

3. Obtain the Källén-Lehmann spectral representation of                         :

using Cutkosky rules (and their generalization for complex masses);

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

[cf. also Marcelo S. Guimarães’ talk on Monday]

4. Estimate the mass of the (physical) propagating mode from the spectral function:  
              ➠ using SVZ-like Sum Rule, Padé approximants, etc.

�O†
stateOstate⇥k =

Z �

0
d⇥

�state(⇥)

⇥ + k2
+ rest
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 Cut rules and physical spectral function
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✓ Obtain the Källén-Lehmann spectral representation of                         ,

using Cutkosky rules (and their generalization for complex masses):

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

[Dudal & Guimarães PRD83,045013(2011)] 

⇒ ImFF(m2
1,m

2
2) =

Z
d4q

(2�)4
1

(k � q)2 �m2
1

1

q2 �m2
2

f(k, q)

⇢state(⌧) =


1

⇡
Im �O†

stOst⇥k=(E,0)

�����
physical

�O†
stOst⇥k =

Z �

0
d⇥

�state(⇥)

⇥ + k2
+ rest with

Criterium: only terms with good analytical behavior (i.e. positive) contribute to the 
physical spectral function.

• Our composite correlator has nine contributions of this form: �[O�]
†
µ[O�]µ⇥k =

X

i,j

F(�i,�j)

�[O�]
†
µ[O�]µ⇥k =

1

�

Z
d⇤

X

i,j

ImF(⌅i,⌅j)

k2 + ⇤
!
=

Z
d⇤

⇥�(⇤)

⇤ + k2
+ rest
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Meson masses from a confining quark prop.

57

General Strategy:

✓ Write down pure composite operators              which contain information of (and 
only of) the meson state of interest: with the same quantum numbers and being conserved;

Ostate

✓ Compute the associated 2-point function:

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

- using confining quark propagators with 
parameters from lattice,
- 1-loop approximation in our model;

X XOstate Ostate

h f1  ̄f1ik

h f2  ̄f2ik

✓ Obtain the Källén-Lehmann spectral representation of                         :

using Cutkosky rules (and their generalization for complex masses);

�O†
stateOstate⇥k =

Z
d4x eikx �O†

state(x)Ostate(0)⇥

[cf. also Marcelo S. Guimarães’ talk on Monday]

4. Estimate the mass of the (physical) propagating mode from the spectral function:  
              ➠ using SVZ-like Sum Rule, Padé approximants, etc.

�O†
stateOstate⇥k =

Z �

0
d⇥

�state(⇥)

⇥ + k2
+ rest
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Meson spectrum: preliminary results
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State
Current quark mass


μfphys μf on lattice Physical 
mass

Estimates

Confining prop. Ratio

ρ
1.7 < μu < 3.1

4.1 < μd < 5.7 μu = μd = 11.5

770 1030 1.34

a1 1260 2030 1.62

ϕ 80 < μs < 130 μs = 82.2 1020 1222 1.20

• Significantly larger deviations in the light sector due to large up and down masses on the 
lattice:

mlatt
�

mphys
�

⇡

s
µlatt
u + µlatt

d

µphys
u + µphys

d

⇡ 1.60

• Fixing parameters to reproduce the rho meson mass, we get the a1 mass ratio < 1.20.

• Extrapolation of lattice results to physical masses.
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Conclusions and outlook
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LQCD = LYM + ⇥�µDµ⇥

in the infrared
LIRQCD = LRGZ + ⌅�µDµ⌅ + sLm(⇤,⇥, · · · ) + LM (⇤,⇥,⌅)

where                                                                                          .LM (⇥,�,⇤) = M2
1

�
⇥̄⇤ + ⇤̄⇥

�
�M2

�
�̄⇤ + ⇤̄�

�
soft BRST 
breaking


➠ triggered by 
Gribov horizon

✓   local and renormalizable action


✓   reduces to full QCD at high energies


✓   gluon and quark confinement: confining 
propagators (no physical propagation; violation of 
reflection positivity) consistent with lattice IR results.  


✓   glueballs spectrum: good agreement with lattice


✓   meson spectrum: sensible results (Preliminary) 
 
 
 

★   connection between confinement and chiral symmetry? 
 
 
 

X  no dynamical description    
(work in progress on SSB model)
X  pion and kaon masses

X  no general definition of 
physical operators
X  predictions depend on lattice 
data for propagators
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Landau vs Coulomb gauges; M vs Z
[Burgio et al, arXiv:1204.0716[hep-lat]] 
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FIG. 6. Landau vs. Coulomb gauge (top); chiral behaviour of M (bottom)

Next we seek a gauge transformation g(x4) such that

u(x4)
!⌅ const. (A3)

This can be achieved defining the integrated Polyakov
loop:

P ⇥ tr

�
⌃

x4

u(x4)

⇥
(A4)

and choosing g(x4) such that for all x4

g(x4)u(x4)g
†(x4 + 1) = P

1/T , (A5)

where T is the temporal extension of the lattice and P 1/T

is the T -th root of P . To do so we (arbitrarily) choose
g(0) = 11 and then determine all g(x4) recursively,

g†(x4 + 1) = u†(x4)g
†(x4)P

1/T . (A6)

If we now gauge all links via the transformation g(x4) we
have

U ⇥
4(x, x4) = g(x4)U4(x, x4)g

†(x4 + 1) (A7)

U ⇥
i(x, x4) = g(x4)Ui(x, x4)g

†(x4), (A8)

respectively. The new temporal links U ⇥
4 obey Eq. (A3);

if u ⇤ û as in the case of SU(2), this condition would via

Eq. (A1) translate into ⌥4
⇤

x U ⇥
4(x), which is the equiv-

alent to the continuum condition (7). For G = SU(3),
however, the sum of colour matrices is not proportional to
an SU(3) matrix, and we can only choose û(x4) as close
as possible to u(x4). The cooling step Eq. (A2) imple-
ments thus the continuum condition Eq. (7) as much as
possible for the color group G = SU(3). From Eq. (A8),
we also see that the new transformation g(x4) acts as a
global gauge transformation at each fixed time slice x4,
i.e. the Coulomb gauge condition remains una�ected.

Appendix B: Staggered quark propagators

We extend here to Coulomb gauge the decomposition
of the staggered quark propagator in Landau gauge per-
formed in [36, 53]. The Kogut–Susskind propagator reads
at tree-level:

S(0)
�⇥ (q)

�1 = i
⇧

µ

(⇤µ)�⇥ sin(q̂µ) + m̂0⌅�⇥ (B1)

where �, ⇥ are staggered multi-indices, � = (�1, . . . ,�4),
�µ ⇧ {0, 1}, while ⌅�⇥ ⇥

⌅
µ ⌅�µ⇥µ|mod2 and

(⇤µ)�⇥ ⇥ (�1)�µ⌅�+⇤(µ),⇥ , (B2)
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Glueballs

The spectrum of the glueballs
Step 1.  Introduce gauge invariants operators OPC for glueballs

Step 2.  Evaluate the correlator < OPC(k) OPC(-k) > and cast it in 
the form of a spectral representation 

hOPC(k)OPC(�k)i =
1
�

Z 1

�0

d⇤
⇥(⇤)

k2 + ⇤

0++ = F a
µ⌅(x)F a

µ⌅(x)

0�+ = ⇥µ⌅⇧⌃F a
µ⌅F a

⇧⌃ Pµ⌅ =
�
�µ⌅⇤2 � ⇤µ⇤⌅

�

2++ =
✓

Pµ�P⌅⇥ �
1
3
Pµ⌅P�⇥

◆
F a

�⌃F a
⇥⌃

2�+ = ⇤⇤⇤⌅

�
⇥µ⌅⇧⌃F a

k⇤F a
⇧⌃

�
� 1

6
Pkµ⇥�⇥⇧⌃F a

�⇥F a
⇧⌃


